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MESSAGE FROM VICE-CHANCELLOR

Prof. (Dr.) K.N Madhusoodanan
Vice-Chancellor,

Cochin University of Science and Technology

Kochi - 682022, India

As we witness the rapid development of AI and software engineering, it is essential to

have a platform that promotes collaboration and knowledge sharing among experts in these

fields. The International Conference on Artificial Intelligence & Software Engineering (ICAISE

2023) Kochi is aimed to fulfill this need. Participants will have the chance to forge new

partnerships that can drive progress in the fields of AI and software engineering. Moreover,

this conference can serve as a launching pad for students who aspire to pursue a career in

the field of AI. The exposure and knowledge gained from attending this conference can help

students to develop a deeper understanding of the field, identify potential research areas,

and establish connections with professionals in the industry.

I congratulate all researchers presenting their work at ICAISE 2023 and the team at

Department of Computer Science, Cochin University of Science and Technology for setting

the stage through this event. I hope this would be an enriching and rewarding experience to

both the organizers and its attendees. Wishing you all the very best for a successful

conference.





MESSAGE FROM PRO VICE-CHANCELLOR

Prof. (Dr.) P.G.Sankaran
Pro Vice-Chancellor,

Cochin University of Science and Technology

Kochi - 682022, India

Artificial Intelligence (AI) has emerged as one of the most transformative technologies of our

time, and its impact on our society is becoming increasingly significant. AI is already

revolutionising the way we live, work, and interact with each other, and its potential

applications are endless. AI has led to the development of intelligent software systems that

can learn from data, reason, and make decisions. These advancements have opened up

immense opportunities for academic research as well. The International Conference on

Artificial Intelligence and Software Engineering (ICAISE 2023) at Cochin University of

Science and Technology would provide an excellent platform for researchers and

practitioners working in the field of AI and SE to share their latest research findings and

advancements. The conference is an opportunity to explore new ways in which AI can be

applied to address real-world problems.

I applaud the organisers of this conference for their efforts in bringing together a diverse

group of individuals from around the world to share their knowledge and expertise. May this

event foster collaborations and drive innovation, thereby leading to new breakthroughs in the

field.





International Conference on Artificial Intelligence & Software Engineering,
ICAISE 2023, Kochi

EDITORIAL

With Artificial Intelligence (AI) techniques applied to text processing, a robot can

understand and converse in human language. By processing images, a robot can see.

With AI applied in software engineering, a robot can create another robot replacing

human beings. Industrial robots that substitute assembly line workers, AI-driven product

marketing and travel planning, disease and drug discovery, chatbots and virtual

assistants, and self-driving cars that replace human drivers etc. are becoming

increasingly popular.

The International Conference on Artificial Intelligence & Software Engineering

(ICAISE) 2023 Kochi is a major interdisciplinary international conference that provides a

platform for researchers, engineers, practitioners, and educators to meet, present, and

discuss the latest research results, innovations, trends, experiences, and concerns

across various application domains of Artificial Intelligence & Software Engineering.

This year's conference featured four exciting themes: Intelligent Computing, Software

and Distributed Systems, Device and Systems, and Medical and Health Informatics.

This proceeding includes the research and development activities presented at

the International Conference on Artificial Intelligence & Software Engineering, ICAISE



2023, Kochi, organized by the Department of Computer Science, Cochin University of

Science and Technology (CUSAT) during 15-17 March 2023 at CUSAT.

As the editor of the proceedings, I use this space to acknowledge the invaluable

contributions of all plenary speakers including that of Dr. A K Menon memorial lecture

who made this event memorable. I express my sincere gratitude to all organizing

committee members, international program committee members, and the reviewers who

reviewed the papers presented at the ICAISE 2023 Kochi conference. I thank the World

Federation on Soft Computing (WFSC) for their technical sponsorship. The enthusiasm

of my students and colleagues at Cochin University of Science and Technology was

very much appreciable. I thank our esteemed Vice-Chancellor, Prof. (Dr.) K.N

Madhusoodanan, and the authorities of Cochin University of Science and Technology,

India for their support without which, the conference could not have been the success

that it was.

The proceedings of the International Conference on Artificial Intelligence &

Software Engineering, ICAISE 2023, Kochi, compress several years of rich experience

in industry, teaching, and research in the areas of Artificial intelligence and Software

engineering. This book may lead to technology transfers and practical thrusts that are

beneficial for the mankind. I thank all authors of research papers who responded to the

call for paper presentation, whose inputs contributed tremendously to the conference.

Above all, thanks to almighty God for making this a reality.

Dr.Philip Samuel,
Program Chair - ICAISE 2023 Kochi,
Professor & Head,
Department of Computer Science,
Cochin University of Science and Technology
Kochi-682022, India
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Keynote Address Abstracts

Dr. A. K. Menon memorial lecture by Dr. P. J. Narayanan

Dr. P. J. Narayanan is the Director of IIIT, Hyderabad and a researcher in the areas of 3D
vision, computational cameras, and parallel computing. He built the Virtualized Reality
system in mid 1990s at the Carnegie Mellon University to capture 3D geometry and
appearance of dynamic events. He also was an early adopter of GPUs for several Computer
Vision and general computing tasks. He got his Bachelors (1984) from IIT Kharagpur,
Masters and Ph.D. (1992) from the University of Maryland, all in Computer Science. He was
a research faculty member at the Robotics Institute of CMU from 1992 to 1996 and headed
the Vision and Virtual Reality groups of the Centre for Artificial Intelligence and Robotics,
Bangalore from 1996 to 2000. He has been with IIIT Hyderabad from 2000 and has been its
PG Coordinator, Dean of Research, and, from 2013, the Director. He was the President of
ACM India from 2009 to 2014 and is involved with various activities of ACM such as
Awards, Technology Policy, etc.

Keynote Title: “Digital Revolution: Enablers for the Past and Future”

Abstract: Advances in different aspects of computing – faster digital computers, memory,
algorithms, software, communication speed, protocols, etc., – have brought about a Digital
Revolution in the past 50 years. Our world has been transformed in many fundamental ways
through the process of digitalization of almost everything, including entertainment, money,
engineering, etc. Artificial Intelligence powered by Machine Learning over vast amounts of
digital data has been bringing different types of advances in recent years. In this lecture, we
will look at the digital journey briefly and speculate on what may be required to exploit these
advances for indian society in the coming decades.

Keynote Address by Dr. Marjan Mernik

Marjan Mernik received the MSc and Ph.D. degrees in Computer Science from the
University of Maribor in 1994 and 1998, respectively. He is currently a professor at the
University of Maribor, Faculty of Electrical Engineering and Computer Science. He was a
visiting professor at the University of Alabama at Birmingham, Department of Computer and
Information Sciences. His research interests include programming languages, compilers,
domain-specific (modeling) languages, grammar-based systems, grammatical inference, and
evolutionary computations. He is a member of the IEEE, ACM, and EAPLS. He is the



Editor-in-Chief of the Journal of Computer Languages, as well as associate editor of the
Applied Soft Computing Journal, Information Sciences Journal, and Swarm and
Evolutionary Computation Journal. He is being named a Highly Cited Researcher for years
2017 and 2018. More information about his work is available at
https://lpm.feri.um.si/en/members/mernik/.

Keynote Title: “From Grammar Inference to Semantic Inference”

Abstract: This keynote talk describes a research work on Semantic Inference, which can be
regarded as an extension of Grammar Inference. The main task of Grammar Inference is to
induce a grammatical structure from a set of positive samples (programs), which can
sometimes also be accompanied by a set of negative samples. Successfully applying
Grammar Inference can result only in identifying the correct syntax of a language. With the
Semantic Inference, a further step is realised, namely, towards inducing language semantics.
When syntax and semantics can be inferred, a complete compiler/interpreter can be generated
solely from samples. Moreover, from a formal specification, many other tools (editor,
compiler, debugger, test engine) can be generated automatically. To solve the problem of
Semantic Inference successfully, the Genetic Programming approach was employed, which is
a population-based evolutionary search. The first results were encouraging, and we were able
to infer S-attributed, L-attributed and Absolutely Non-circular Attribute Grammars.

Keynote Address by Mr. Vivek R.

Vivek R. is a graduate of Model Engineering College, who has accumulated a wealth of
experience working with various product-based startups and at ThoughtWorks. He is
currently engaged in building and maintaining blockchain validators systems at Chorus One,
with a strong focus on distributed systems, networks, and security. Vivek is passionate about
exploring these domains and stays up-to-date with the latest trends and developments in the
field.

Keynote Title: “Blockchain consensus and running validators for PoS networks”.

Abstract: This presentation delves into the consensus mechanisms used in blockchain
technology and the complexities involved in operating validator nodes. It begins with an
overview of the fundamental concepts of blockchain, including cryptography concepts like
hashing and asymmetric keys. The discussion then moves on to Sybil resistance, which leads
to an exploration of various consensus mechanisms such as Proof of Work and Proof of
Stake. Additionally, the topic of block finality is touched upon, which provides assurance



that past transactions cannot be altered. Different finality mechanisms are examined in this
context.

After laying the groundwork with these concepts, the presentation provides an overview of
blockchain frameworks like Substrate and the Cosmos SDK, which are used for
implementation. The practical aspects of blockchain are also discussed, including key
terminologies like clients, full nodes, and validators. Staking is explained, with emphasis on
its various types and its practical value. The presentation also covers staking providers and
the workings of the staking ecosystem. Ultimately, the presentation provides a
comprehensive understanding of the staking mechanism and its conceptual underpinnings.

Keynote Address by Dr. Jey Veerasamy

Dr. Jey Veerasamy is a Professor of Instruction in Computer Science department, University
of Texas at Dallas. He also runs the Center for Computer Science Education & Outreach. Dr.
Jey completed Ph.D. in CS while working full-time for Nortel & Samsung. He worked in
wireless telecom software for 16 years and joined UT Dallas in 2010 to focus on teaching.
Dr. Jey organizes Summer Camps & FREE After School Clubs for the school students to
learn programming in enjoyable manner & additional hands-on workshops for UTD students
to strengthen their technical skills to get better jobs!

Keynote Title: “Enjoyable Programming”

Abstract: The virtual demonstration of “Enjoyable Programming” uses the p5js environment,
which comprises a web page with a coding section and a virtual canvas area where the output
is displayed or updated as one type in the code. The user-friendly interface is facilitated by a
robust graphics library, thereby reducing the amount of coding required. A few examples can
be accessed at https://editor.p5js.org/jeyv/sketches for review. The best part is that there is no
need for any software installation, and all the necessary work is performed within a web
browser.

Keynote Address by Dr.Vinu Sherimon

Dr. Vinu Sherimon is a seasoned educator with 25 years of teaching experience, including 7
years in the university setting and 18 years overseas. Currently, she serves as a faculty
member at the University of Technology and Applied Sciences in Muscat, Sultanate of
Oman. She has been a Co-Principal Investigator of a research project that developed a
clinical decision support system for COVID-19 using clinical ontologies and



teleconferencing for primary health centers and satellite clinics of the Royal Oman Police.
Her research work has been published in various international journals, such as the
International Journal of Research and Reviews in Artificial Intelligence and the International
Journal of Computer Science Issues, and she has presented her papers at numerous
international and national conferences.

Keynote Title: "Exit the Internet and enter the Metaverse?"

Abstract: A virtual environment or universe known as the “metaverse” allows users to
engage in fully immersive interactions with each other and digital items. While there is not
currently a single “metaverse”, there are several new virtual platforms that are attempting to
develop this kind of experience. The idea of the metaverse is still developing, and as
technology develops and consumer demand increases, it is likely that many more platforms
and experiences will appear in the upcoming years.
The keynote will start with the history of Metaverse, followed by the underlying technologies
of metaverse and their potency. Then the role of NFT (Non-fungible tokens) in Metaverse
will be addressed. The applications and use cases of Metaverse and existing Metaverse
platforms will be discussed further. The session will conclude with the pros, cons, and the
challenges of Metaverse.

Keynote Address by Mr. Anbu Ponniah

Mr. Anbu Ponniah is an Open Group certified distinguished IT Specialist and a Chief
Architect at IBM India Software Labs. He has over 26 years of IT experience leading product
development and services teams, creating state of the art AI and automation products and
solutions. As a mentor and innovator, he leads patent evaluation boards and professional
certification boards within IBM.

Keynote Title: “AI and Intelligent Automation”

Abstract: Over the decades, automation has touched most industries – from the factory floor
to banking transactions and oil refineries. But intelligent automation enables change at a
whole new level. Artificial intelligence (AI) and automation – they become intelligent
automation – alter the way humans and machines interact, in terms of how data is analyzed,
decisions are made, and tasks and activities within a workflow or system are performed. This
talk discusses recent advancements in the field of AI/ML that enable systems to analyze large
bodies of operational information, recognize patterns from multiple sources, and execute
accordingly.
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Genetic Algorithm for Double Roman Domination
Problem

Himanshu Aggarwal
Computer Science and Engineering

National Institute of Technology Warangal
Warangal, India

hacs21212@student.nitw.ac.in

P. Venkata Subba Reddy
Computer Science and Engineering

National Institute of Technology Warangal
Warangal, India
pvsr@nitw.ac.in

Abstract—A variety of domination concepts have been defined
to provide better routing and defense strategies under different
constraints. A double Roman dominating function (DROMDF)
on a simple, undirected graph G is a function g : V → {0, 1, 2, 3}
such that every vertex x ∈ V with g(x) = 0 is adjacent to at
least two vertices y1, y2 with g(y1) = g(y2) = 2 or a vertex
z1 with g(z1) = 3. Also, a vertex p with g(p) = 1 is adjacent
to at least one vertex q1 with g(q1) ≥ 2. γdR(G), the double
Roman domination number of G, is the smallest possible weight
of all possible DROMDFs of G. Determining double Roman
domination number of a graph is known to be NP-hard. Hence
in this paper, we propose a genetic algorithm based approach
for solving double Roman domination problem in which three
heuristic algorithms have been proposed and problem specific
crossover operator and feasibility function has been developed.
Effectiveness of the proposed meta-heuristic algorithm is tested
on the random graphs generated using NetworkX Erdős-Rényi
model, a popular model for graph generation. Experimental
results show that the proposed meta-heuristic algorithm for
solving double Roman domination problem gives a near optimal
solution in reasonable time.

Index Terms—Domination, Double Roman domination, NP-
hard, Genetic algorithm

I. INTRODUCTION

Claude Berge in 1958 initiated the study of domination
in graphs [12]. The concept of domination has been an
extensively researched topic and one of the fastest growing
branches of graph theory with many applications in real
life, viz. computer communication networks, social network
theory, wireless sensor networks and modelling biological
networks [12], [13].
Graphs G(V,E) considered are undirected, connected and
simple. Let V (G) represent the vertex set and E(G) represent
the edge set of G. N(v) represents the open neighbourhood of
vertex v, N(v) = {u|(u, v) ∈ E} and N(v) ∪ {v} represents
the closed neighbourhood N [v] of vertex v. We refer to [21]
for undefined terminology and notations. For a graph G, a
dominating set is defined as subset of vertices D such that
each vertex of graph which is not in D is adjacent to at least
one vertex in D. Domination problem of determining size of
a smallest dominating set is known to be NP-hard [12] which
implies no polynomial time algorithm exist for general graphs.

Roman domination was introduced in 2004, based on the
defense strategies used to protect the the Roman Empire
[15]. Since then different variants of Roman domination
parameters have been introduced to protect the region under
different constraints and are surveyed in [6], [7]. A function
h : V → {0, 1, 2} on G with the condition that each vertex
u ∈ V with h(u) = 0 has a neighbor v with h(v) = 2 is
known as the Roman dominating function of G. Optimization
version of Roman domination problem is NP-hard [20].

In 2016, Beeler et al. introduced double Roman domination
in [1]. A function h : V → {0, 1, 2, 3} of graph G such that
each vertex x ∈ V with h(x) = 0 is adjacent to at least
two vertices y1, y2 with h(y1) = h(y2) = 2 or a vertex
z1 with h(z1) = 3; also, a vertex p with h(p) = 1 is
adjacent to at least one vertex q1 with h(q1) ≥ 2 is known
as double Roman dominating function (DROMDF) on graph
G. h(V ) =

∑
u∈V h(u) is the weight of a DROMDF. The

double Roman domination number γdR(G) is the value of
minh{w(h) : h is a DROMDF of G} minimum weight of a
DROMDF on G [16].
Rest of the paper is organized into five consecutive sections,
namely, literature review, genetic algorithm for double Roman
domination, implementation using three heuristics, experi-
ments and results and conclusion.

II. LITERATURE REVIEW

Optimization version of double Roman domination problem
is defined as below.
Minimum double Roman domination problem (MDR)
Input : A graph G.
Output : γdR(G).
MDR is known to be NP-hard [10] which implies no poly-
nomial time algorithm exist for general graphs. MDR is NP-
hard even for subclasses of bipartite graphs [9] but polynomial
time solvable for cographs [17]. Different heuristic and meta-
heuristic algorithms for solving domination problem have been
proposed [3]–[5]. However to the best of our knowledge
no efficient approximation algorithms exist, only one meta-
heuristic algorithm has been proposed for solving Roman
domination problem [14] and an approximation algorithm for
MDR problem . However no meta-heuristic algorithms exist
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for solving MDR problem, which motivated us to focus on
this direction to solve different Roman variants. In this paper,
we give a genetic algorithm based solution to solve MDR
problem.

III. GENETIC ALGORITHM FOR DOUBLE ROMAN
DOMINATION

In this section, first we describe the working of genetic
algorithm.
Genetic algorithm is based on the principle of natural
reproduction system. In this, two parent solutions from initial
population participates in crossover & mutation and reproduce
one child solution. Only the fittest solution will go to next
generation [8].

Genetic algorithm starts with creating initial population
which is a set of feasible solutions in the current generation.
Best individuals (solution) are selected based on their fitness
evaluated using fitness function of the underlying problem
which in turn generates intermediate population. Next a prob-
lem specific genetic crossover operator is used to generate
new solution from those solutions to get the best solution.
After that mutation operator is applied to maintain diversity
among population individuals. Eventually initial population is
replaced with the new population. Next we list the parameters
associated with a genetic algorithm.

A. Generating Parameters for Genetic Algorithm

• Initial population (init pop) : Genetic algorithm starts
with generating initial population which is a set of
feasible solutions.

• Number of solutions (num sol) : This parameter indi-
cates the size of initial population i.e., number of feasible
solutions.

• Least Cost obtained in current population
(curr least val) : It denotes the minimum cost among
all the feasible solutions in the current generation.

• Optimal solution obtained in current population
(curr opt sol) : It denotes the optimal solution among
all the feasible solutions in the current generation.

• Intermediate population (inter pop) : After applying
crossover operator and mutation a new intermediate pop-
ulation is obtained. Intermediate population will be the
initial population for the next generation.

• Best solution (best sol) : Best solution is the optimal
solution obtained as a result on termination of algorithm
and and the algorithm terminates either there is no update
on best sol for consecutive number of generations or after
the specified number of iterations.

• Optimal cost (opt val) : It denotes the cost of the best
solution.

B. Pseudocode for Genetic Algorithm

Algorithm 1 Genetic Algorithm for DRDP

Input: A simple, undirected graph G
Output: Best Approximate Solution

Initialize num sol
Create init pop
curr least val← minimum cost on init pop
opt val← curr least val
while termination condition do

inter pop← Crossover and Mutation on init pop
init pop← inter pop
curr least val← minimum cost on init pop

if opt val > curr least cost then
opt val← curr least cost
best sol← curr opt sol

end if
end while
return best sol

IV. IMPLEMENTATION USING THREE HEURISTICS

We propose three heuristic methods to generate initial
population for the genetic algorithm to solve MDR problem.
The three heuristics are explained in detail in the following
sections.

A. Heuristic 1

In this heuristic, we select a vertex v randomly from the
graph, assign it label 3 and all its neighbors are assigned label
0. If the randomly selected vertex v has no neighbors then
it is assigned label 2. Next, the vertex v and its neighbors if
any are removed from the graph and the process is repeated
for the remaining graph until all vertices are labelled.
Pseudocode for Heuristic 1 is given in Algorithm 2 and its
working is illustrated with the help of a graph in figure 1.

1

2

3 4 5 6

7

8

3

2

0 3 0 3

0

0

Fig. 1: A graph G labelled by Heuristic 1

3 2 0 3 0 3 0 0

Fig. 2: Solution Representation
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A graph G(V,E) with vertex set {1, 2, . . . , n} is provided
as input to Algorithm 1. Next S[1 . . . n] is declared as a
solution array and V ′ is initialize as V . A random vertex u
from V ′ is picked and 3 is assigned to S(u) and 0 to all its
neighbours v i.e, S(v) to 0. Next all those vertices which are
labelled are removed from V ′. If a single vertex u remains
then 2 is assigned to S(u) and u is removed from V ′. It is
easy to verify that S is a DROMDF of G with fitness value
i.e., weight

∑n
k=1 S(k).

For the graph shown in figure 1, V ′ = {1, 2, 3, 4, 5, 6, 7, 8}.
Suppose that Heuristic 1 picks vertex 4 randomly from V ′.
Vertex 4 is assigned label 3 i.e., S(4) = 3 and its neighbours
are assigned label 0 i.e., S(3) = 0 and S(5) = 0. Now,
we have V ′ = {1, 2, 6, 7, 8}. If 1 is the next vertex to be
picked then set S(1) = 3 and assign 0 to its neighbour 7 i.e.,
set S(7) = 0, so V ′ = {2, 6, 8}. If 6 is the next vertex to
be picked then set S(6) = 3 and assign 0 to its neighbour
8 i.e., set S(8) = 0, so V ′ = {2}. Finally, we pick the
reaming vertex 2 and assign it label 2 i.e., S(2) = 2 as 2
as no neighbours. Now V ′ = ϕ. It is easy to verify that the
labelling is a valid DROMDF of G with weight 11. We return
S shown in figure 2 as a feasible solution.

Algorithm 2 Pseudo code for Heuristic 1

Input: A simple and undirected graph G
Output: Feasible Solution S

Declare S
V ′ = V
while V ′ ̸= ϕ do

Select a vertex u randomly from V ′ :
S(u) = 3

for all vertex vϵN(u) do
S(v) = 0

end for
V ′ = V ′\N [u]

if |V ′| = 1 then
S(u) = 2 such that uϵV ′

V ′ = V ′\{u}
end if

end while
return S

B. Heuristic 2

This heuristic is similar to Heuristic 1 except for the fact
that after removing the randomly selected vertex and its
neighbors if the remaining graph has any isolated i.e., degree
0 vertices they are assigned label 2 and are also removed.
The process is repeated for the remaining graph until all
vertices are labelled.
Pseudocode for Heuristic 2 is given in Algorithm 3 and its
working is illustrated with the help of a graph in figure 3.

1

2

3 4 5 6

7

8

3

2

0 3 0 3

0

0

Fig. 3: A graph G labelled by Heuristic 2

3 2 0 3 0 3 0 0

Fig. 4: Solution Representation

For the graph shown in figure 3, V ′ = {1, 2, 3, 4, 5, 6, 7, 8}.
Suppose that Heuristic 2 picks vertex 4 randomly from V ′.
Vertex 4 is assigned label 3 i.e., S(4) = 3 and its neighbours
are assigned label 0 i.e., S(3) = 0 and S(5) = 0. Now, we
have V ′ = {1, 2, 6, 7, 8}. Since vertex 2 is the only isolated
vertex in the remaining graph, it is labelled as 2 and V ′ is
updated as V ′ = {1, 6, 7, 8}. If 1 is the next vertex to be
picked then set S(1) = 3 and assign 0 to its neighbour 7 i.e.,
set S(7) = 0, so V ′ = {6, 8}. Since there are no isolated
vertices in the remaining graph, if 6 is the next vertex to
be picked then set S(6) = 3 and assign 0 to its neighbour
8 i.e., set S(8) = 0. Now V ′ = ϕ. It is easy to verify that
the labelling is a valid DROMDF of G with weight 11. We
return S shown in figure 4 as a feasible solution.

Algorithm 3 Pseudo code for Heuristic 2

Input: A simple and undirected graph G
Output: Feasible Solution S

Declare S
V ′ = V
while V ′ ̸= ϕ do

Select a vertex u randomly from V ′ :
S(u) = 3

for all vertex vϵN(u) do
S(v) = 0

end for
V ′ = V ′\N [u]

for all vertex uϵV ′ do
if deg(u) = 0 then

S(u) = 2
V ′ = V ′\{u}

end if
end for

end while
return S
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C. Heuristic 3

In this heuristic, we take the advantages of Heuristics 2
and the degree of a vertex. Here, we select a vertex v with
maximum degree from the graph by breaking ties arbitrarily.
Selected vertex v is assigned label 3 and all its neighbors
are assigned label 0. Next, the vertex v and its neighbors
if any are removed from the graph. All isolated vertices of
the remaining graph are assigned label 2 and these isolated
vertices are removed from the remaining graph. The process
is repeated for the new graph until all vertices are labelled.
Pseudocode for Heuristic 3 is given in Algorithm 4 and its
working is illustrated with the help of a graph in figure 5.
Algorithm 4 is similar to Algorithm 3 except for the fact
that vertex with highest degree is selected after sorting the
degrees of vertices of G in non-decreasing order.

For the graph shown in figure 5, V ′ = {1, 2, 3, 4, 5, 6, 7, 8}.
Clearly vertex 6 has the maximum degree. Hence vertex 6 is
selected and assigned label 3 and its neighbors 5, 7 and 8 are
assigned label 0 i.e., S(6) = 3, S(5) = 0, S(7) = 0 and
S(8) = 0. Now, we have V ′ = {1, 2, 3, 4}. Since vertex 1 is
the only isolated vertex in the remaining graph, it is labelled
as 2 and V ′ is updated as V ′ = {2, 3, 4}. Since 3 is the
highest degree vertex in the remaining graph it is assigned
label 3 and its neighbors 2 and 4 are assigned label 0 i.e.,
S(3) = 3, S(2) = 0 and S(4) = 0. Now V ′ = ϕ. It is easy to
verify that the labelling is a valid DROMDF of G with weight
8. We return S shown in figure 6 as a feasible solution.

1

2

3 4 5 6

7

8

2

0

3 0 0 3

0

0

Fig. 5: A graph G labelled by Heuristic 3

2 0 3 0 0 3 0 0

Fig. 6: Solution Representation

Algorithm 4 Pseudo code for Heuristic 3

Input: A simple and undirected graph G
Output: Feasible Solution S

Declare S
V ′ = V
Sort V ′ in descending order of their degree
while V ′ ̸= ϕ do

Select first vertex u from V ′ such that :
S(u) = 3

for all vertex vϵN(u) do
S(v) = 0

end for
V ′ = V ′\N [u]

for all vertex uϵV ′ do
if deg(u) = 0 then

S(u) = 2
V ′ = V ′\{u}

end if
end for

end while
return S

D. Selection operator

Selection operator is applied to select best possible can-
didates for crossover and mutation. Initial population i.e ap-
proximately 1000 feasible solutions is generated using three
heuristics defined above for obtaining a feasible DROMDF
of given graph. Next, we select two solutions among 1000
solution for performing crossover operator. Select the first
solution using tournament selection operator i.e solution with
minimum objective value and second using roulette wheel i.e
randomly select a solution out of remaining 999 solutions.
After getting two solutions crossover and mutation operations
are performed.

E. Crossover and Mutation Operator

Crossover and Mutation are the two important operation
in Genetic Algorithm. Here, we use the two point crossover
operation. First, we select two random vertices in first solution
and swap the label values between those vertices of first
solution with other solution which results in two child solution
which may or may not be feasible. Next, we perform the
feasibility test to make them feasible. Best two solutions S1,
S2 are shown in figure 7 and the two child solutions S′

1, S′
2

generated after two point crossover are shown in figure 8.
Clearly S′

1 is feasible but not S′
2 as zero labelled vertices 2 is

not adjacent to vertices with label 3. Next S′
2 goes through the

feasibility check, zero labelled vertices 2 are assigned label 2
as shown in figure 9.
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3 2 0 3 0 3 0 0

2 0 3 0 0 3 0 0

S1

S2

Fig. 7: Selected solutions S1 and S2

3 2 3 0 0 3 0 0

2 0 0 3 0 3 0 0

S′
1

S′
2

Fig. 8: Solutions S′
1 and S′

2 after crossover

Algorithm 5 Crossover

Input: Two random Solutions S1 and S2

Output: Child Solution with better objective value
Select two random vertices v1 and v2 from V .
X ←set of vertex weights between v1 and v2 from S1

Y ←set of vertex weights between v1 and v2 from S2

Swap X and Y in S1 and S2

S′
1 ← S1

S′
2 ← S2

feasible(S′
1)

feasible(S′
2)

return (S′
1, S′

2)

Algorithm 6 Feasibility check

Input: Child Solution C
Output: Modified feasible child solution

for all vertex uϵC do
if S(u) = 0 && ∄vϵN(u) such that S(v) = 3 then

S(u)← 2
end if

end for

3 2 3 0 0 3 0 0

2 2 0 3 0 3 0 0

S′
1

S′
2

Fig. 9: Solutions S′
1 and S′

2 after attaining feasibility

V. EXPERIMENTS AND RESULTS

Implementation details and the results obtained are dis-
cussed in this section. Proposed genetic algorithm is im-
plemented in Python Language and all the experiments are

performed on 11th Gen Intel(R) Core(TM) i5-1135G7 @
2.40GHz -1.38 GHz system with 8GB RAM. Performance
of the proposed genetic algorithm is tested on random graphs
generated using Erdös-Rényi model as it is used by most of the
researchers working in this domain [18]. In [16] double Roman
domination number of paths and cycles has been obtained and
is shown in Table I.
We first tested the performance of the proposed genetic
algorithm on path and cycle graphs for 15−100 vertices. The
results obtained are given in Table II. It is observed that as the
number of iterations i.e., generations is increased the answer
given by our algorithm is close to the optimal solution. Next,
the performance of the proposed genetic algorithm is tested on
random graphs upto 500 vertices generated using Erdös-Rényi
model and shown in Table IV.

Graph n γdR(G) Obtained Results
# of iterations

10000 100000 1000000
Path 15 15 15 15 15

32 33 34 33 33
68 69 75 72 70
100 101 115 112 108

Cycle 15 15 15 15 15
32 32 33 32 32
67 68 76 73 71
100 100 114 112 110

TABLE I: Compare optimal results (γdR(G)) of above graphs
having n vertices with results obtained from Genetic Algo-
rithm.

Since optimal solution for these graphs is not known and no
meta-heuristic algorithm has been proposed in the literature to
solve MDR problem in the literature, we have considered the
upper bounds [17] and lower bounds [11] available and found
that obtained results are within the bounds. Proposed genetic
algorithm is run for 100000 iterations. The fact that obtained
results are close to the lower bounds shows that the proposed
algorithm is efficient.

Graph Optimal Results
Path n, if n ≡ 0 (mod 3)

n+ 1, if n ≡ 1 or 2 (mod 3)
Cycle n, if n ≡ 0, 2, 3, 4 (mod 6))

n+ 1, if n ≡ 1, 5 (mod 6)

TABLE II: Some Standard Graphs with known γdr(G)

Graph Parameters Lower Bound Upper Bound

|V (G)|, δ,∆ ⌈ 3|V (G)|
∆+1 ⌉

3|V (G)|(1+ln
2(1+δ)

3 )

1+δ

TABLE III: Lower and Upper Bounds on γdr(G)
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n p LB UB Obtained Result
25 0.2 9 49 18

0.5 5 24 9
0.8 4 16 5

50 0.2 9 60 21
0.5 5 31 9
0.8 4 19 6

75 0.2 9 70 26
0.5 5 30 11
0.8 4 20 6

100 0.2 9 82 29
0.5 5 33 12
0.8 4 21 6

200 0.2 12 95 38
0.4 6 46 20
0.5 5 37 15

300 0.2 12 93 45
0.4 7 49 21
0.5 6 38 18

400 0.2 12 105 47
0.4 7 50 24
0.5 6 40 18

500 0.2 12 96 48
0.4 7 52 24
0.5 6 42 20

TABLE IV: Results obtained for some random graphs.

VI. CONCLUSION

In this paper, we have proposed a genetic algorithm based
solution for solving double Roman domination problem which
is NP-hard. Since no meta-heuristic algorithm has been pro-
posed in the literature for this problem, effectiveness of the
proposed meta-heuristic algorithm is tested on the random
graphs generated using NetworkX Erdős-Rényi model, a pop-
ular model for graph generation and found that the results
obtained are close to the known lower bounds for the problem.
This fact emphasizes that the algorithm is efficient. Designing
better meta-heuristic algorithms for the problem remains open.
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Abstract 

The modern era of technology is filled with latest upgrades and 
new advancements. Every day, something new is being invented 
and used from local to global scale. Furthermore, everything is 
now software dependent, thus it has become necessary that the 
software remains up-to date with latest upgrades, features and is 
free from bugs or any other complications. Software maintenance 
is a crucial step of Software Development Life Cycle (SDLC). To 
maintain the software, it is necessary that the developers or the 
programmers handling the software are able to comprehend its 
source code in a time and cost-efficient way. The comprehension 
of software code requires good programming and cognitive skills. 
The researchers have worked on the various techniques like 
fMRI, eye tracking, EEG signals, code comprehension tasks, etc. 
to understand the cognitive skills and behavioural features which 
include cognitive domains like emotions, psychology and Belief-
Desire-Intention (BDI). The main aim of our work is to study the 
various cognitive processes and programming skills of 
programmers by analysing the various techniques used by the 
researchers in their work. The study concludes that coding tasks 
(31%) are the preferable methods for testing the programming 
and cognitive skills. Time measurement and correctness of 
response are some of the crucial performance parameters that 
have been used in numerous researches. The study also concludes 
that the methods like machine learning and deep learning are 
most reliable while doing computational work.  

Keywords: Software maintenance, BDI, emotions, psychology, 
code comprehension 

1. INTRODUCTION 

The computer software and hardware industries have seen 
revolutionary changes during the past few decades. The 
paradigm alters rapidly because of the constant innovations 
and new technologies. With the collapse of a software, a 
corporation can quickly lose millions or even billions of 
dollars, thus it is important to stay on top of the latest 
developments. It has become necessary to maintain the 
software that we have been working on. Software maintenance 
is a significant phase in the Software Development Life Cycle 
model. It is the programmer's obligation to fix any bugs or 
improve the software so that it can be used effectively. 

According to [1], the job of maintaining software is mentally 
taxing and demands a high IQ. Consequently, it is instructive 
to study how a programmer deals with software-related issues 
on a regular basis. Given that a programmer needs to 
understand the code in order to fix an issue, it is clear that 
computer programming is the primary component in most 

software. Understanding source code calls for a wide range of 
technical and mental abilities. The cognitive qualities that 
define a programmer are their capacity for abstract thought, 
memory, and analysis. When considering a programmer's 
feelings, the importance of this research increases. Problems 
arise and are resolved at different stages of software 
maintenance, much like human emotions. Also of importance 
is the thought process that went into developing this 
psychology and the way they plan to tackle the problem. In the 
process of software upkeep, it's vital to take into account the 
programmer's motivations. His drive and their resolve to find 
a solution to the problem's intricacy. For the software to be 
maintained and bugs fixed as quickly as feasible at minimal 
cost and effort, other cognitive abilities like goals and wishes 
are crucial. The degree to which a programmer is involved in 
software maintenance is determined by the Belief-Desire-
Intention (BDI) paradigm.  

The motivation for our work is to understand and analyse the 
cognitive skills of the programmers along with the 
programming skills. Programming skills are the output of the 
programmers but cognitive skills define how that logic has 
been achieved. The study of cognitive psychology computes 
the analytical power of the programmers. The logics and the 
approaches they take, define the experience of the 
programmers. Similarly, while debugging a code snippet, the 
comprehension of each line of the code varies. This triggers 
various emotional states in the programmers. From feeling 
confused to frustrated and happy, the emotions play a vital role 
as a cognitive skill. Sometimes, it becomes difficult to remove 
a bug and the programmer feels low, at that time it becomes 
crucial that the programmers stay motivated and use their 
programming skills and beliefs to stay focused on the task. We 
have assumed that the participating programmers are well 
versed with the programming skills, hence we have devoted 
our attention towards the cognitive skills along with the 
programming skills.  

 

1.1. Importance of code comprehension in Software 
Maintenance 

The process of making changes to a software product after it 
has been released and distributed globally is known as 
software maintenance, and it is an integral part of the Software 
Development Life Cycle [2]. Bug fixes and performance 
optimizations are the main foci of post-release software 
maintenance and development. This is a huge happening right 
after the construction is finished. It improves the system's 
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performance by eradicating errors, removing unnecessary 
code, and adding in new, state-of-the-art features. There are 
four distinct categories of software maintenance mentioned 
in[3], each of which serves a unique function. 

• Adaptive Maintenance 
• Corrective Maintenance 
• Preventive Maintenance 
• Perfective Maintenance 

Despite software maintenance being a significant component 
of the software development process, bugs and other software 
malfunctions will likely remain in the product. Hence, 
optimizing the source code and releasing frequent updates and 
patches for the software are essential. Comprehending the 
code of a computer program is the process of learning the 
program's features and how they work. The programmer has 
an obligation to quickly diagnose the cause of any software 
issues and provide a fix because of the high value placed on 
both time and money. The outcome depends on how quickly 
the programmer can read and comprehend the code. 

Understanding the code is a crucial part of software upkeep. 
The emotional states of programmers are also tested alongside, 
giving an insightful view point of the identification of 
behavioural data. Keeping the complexity of the code within 
reasonable bounds aids in its readability. A developer should 
strive to write code that is both basic and easy to understand 
for future reference, both for the sake of understanding and 
debugging. 

1.2 Cognitive Skills 

For source code comprehension, cognitive abilities are crucial. 
A programmer must comprehend the source code to 
troubleshoot it. To address this, programmers must use critical 
thinking, analytical power, and reasoning in a short period. 
Defines the programmer's cognitive psychology. While 
debugging source code, the programmer may be time-
constrained. Pressure can affect a programmer's emotions. A 
programmer's emotions depend on the situation. Emotional 
stages affect cognitive skills and comprehension. Anger and 
irritation can affect programmers' judgement and decision-
making while troubleshooting an error. The comprehension 
process also requires that the programmer believe the source 
code contains an error and that by amending it, the problem 
may be fixed. It's learned knowledge. Beliefs lead to wants, 
such as debugging code and solving the problem. Intentions 
are their dedication, attention, and sincerity to achieve their 
goals. All of them involve a programmer's brainpower. 

1.2.1 Emotions 

Emotions are mental states brought on by neurophysiological 
changes; they are associated with various modes of cognition, 
sensibility, and behavior, as well as with varying degrees of 
satisfaction and dissatisfaction. One's temperament, 
personality, and capacity for original thought are frequently 
connected with their state of mind, or emotional state. During 
the process of updating the software, there will frequently 
come a time when the programmer is unable to comprehend 
the issue at hand and will display a wide range of emotional 
states, including happiness, sadness, surprise, fear, and wrath, 
amongst others. It's interesting to compare how well 
programmers do when their mood is either cheerful or sad and 
they're given the task of understanding some source code. Will 
it have an impact on their cognitive abilities? It is fascinating 
to gain an understanding of the diverse ways in which a 

person's brain operates when they exhibit a range of emotional 
states while carrying out a task.  

 

1.2.2 Cognitive Psychology 

Psychology that focuses on the way our minds work is called 
cognitive psychology. Perception, logic, memory, focus, 
language, problem-solving, and learning are just some of the 
many cognitive functions that are studied in cognitive 
psychology. If scientists ever want to decipher the workings of 
the human brain, they will need a much fuller picture of the 
way people think and take in information. The code can be 
learned using either a top-down or bottom-up approach. Top-
down approaches involve reading and analyzing the code from 
the top down. To rephrase, this is how a novice programmer 
would approach the problem. The developer employs a 
bottom-up approach, which entails looking for already-
implemented features in the code before making any 
judgments about the end result. A professional programmer 
would address problems in this way. A programmer's 
viewpoint is typically at the heart of these techniques. Tests of 
logic, analysis, problem-solving, spatial awareness, critical 
thinking, and deductive reasoning, on the other hand, can 
reveal a great deal about a person's attention span, memory, 
and processing speed. In sum, understanding source code and 
the cognitive demands of programming push the limits of a 
programmer's knowledge and skill. 

1.2.3 Belief-Desire-Intention (BDI)   

BDI software simulates the human mind's cognitive processes 
in artificial intelligence (AI). The BDI theory of mind explains 
how humans think and make choices. The BDI framework 
includes beliefs, desires, and intentions. 

• Belief is a programmer's knowledge of a software's 
programming language. It's the rules that define a 
programming language's syntax and semantics. The 
phrase belief doesn't mean that what the programmer has 
learned or believes is true. 

• Desire drives programmers. It depicts programmer goals 
or conditions. Programmers' major purpose is to construct 
source code modules that constitute a software so they can 
fix problems. Their knowledge or belief fuels their desire. 

• Intention represents programmers' choices. Intentions are 
programmer goals. The programmer has begun executing 
a plan in implemented systems. Intentions fulfil wants. 
Programmers commit to their work utilizing belief, desire, 
and intention when given a task. When a defect is found 
in the source code, programmers' major goal is to debug
it. How they achieve this goal utilizing numerous 
parameters reveals their comprehension intentions. 
 

1.3 Approaches in Code Comprehension 

The programmers comprehend several code snippets or 
modules and use their several cognitive skills while 
understanding and debugging the code. It is important to 
understand how the programmers utilise the various skills like 
emotions, psychology and BDI for code comprehension. The 
researchers have used various kinds of approaches to 
understand and observe how the code comprehension is done 
by the programmer. The researchers have tried to understand 
the working of a programmer’s brain.  
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 Coding tasks and Interviews- The cognitive skills and 
programming skills of the programmers are tested using 
various coding tasks which include code reading, code 
manipulation, code writing, code debugging, etc. The 
obtained results are then corroborated in interview 
sessions.  

 EEG- The EEG signals are electrical signals which are 
generated when the neurons of brain are activated. In this 
way, researchers can conclude which areas of the brain 
become active.  

 fMRI- What’s better if a person can look inside a brain 
and see how a brain work. fMRI provide brain images so 
that it can be identified which parts of the brain gets 
activated when a cognitive or a programming task is done.  

 Eye tracking- When a programmer debugs a code or tries 
to comprehend a code, it is interesting to know where the 
programmer gazes the most or where he moves his eyes. 
Eye trackers track the eye movement and provides the 
pattern of tracking which are analysed by the researchers.  

Machine learning and deep learning techniques are being used 
with the datasets that are being collected from these methods 
and predictions are made based on these datasets. Machine 
learning models can be used to classify the level and 
experience of programmers, while the deep learning 
techniques can be used to extract features from fMRI, PET 
scan data images.  

 

2. RESEARCH WORKFLOW 

To perform a literature survey of the existing work, a 
systematic workflow is required [4,5,6]. The sources of 
information, search criteria and inclusion-exclusion of the 
articles are some of the important steps to perform a literature 
review as shown in fig 1. 

                                  

 
Fig.1 Research Workflow 

 
2.1 Sources of Information 

Extensive literature coverage requires a global lens. The most 
recent information about a study can be found in online 
research publications. The most important academic journals 
and reviews are compiled here. Duplicate papers found in the 
course of the search across the chosen sources were removed 
manually.  

• Science Direct 
• ACM Digital Library 
• IEEE Explore 

 

2.2 Search Criteria 

For searching articles, several different terminologies and 
metonyms have been used. ‘OR’, ‘AND’, and other suitable 
operators are used to enhance the search criteria. Some search 
inputs are mentioned below: 

• Code comprehension in software maintenance using 
machine learning 

• Code comprehension in software maintenance using 
deep learning 

• Program comprehension in software maintenance 
• Emotions of a developer in project development 
• Psychology of programmer in the development of 

projects 
• BDI and software maintenance 

 

2.3 Inclusion-Exclusion of articles 

                         

    
Fig 2. Inclusion-Exclusion of articles 

In the first phase of our search, we obtained 3289 research 
publications by making use of the metonyms discussed above. 
On the basis of the titles and abstracts, we have chosen 103 of 
these papers to move on to the next phase. At stage three, 37 
of those 103 papers are chosen for the literature review after 
being further refined by full-text reading. The exclusion-
inclusion criteria are shown in fig 2. 

 

3. LITERATURE SURVEY 

Researchers have recently shown an interest in the intriguing 
issue of code comprehension. The current body of research is 
small, but encouraging. Scientists have utilized multiple 
approaches to decipher the enigma of the human mind behind 
deciphering a code, and their conclusions are conclusive. We 
have studied the articles written by several authors and have 
concluded what kind of research has been done so far in the 
paragraph below and through the fig 3. 

 

 

 

 

Sources of 
Information

Search Criteria

Inclusion-Exclusion 
of articles

Stage 1

•# 3289
•Metonym Search

Stage2

•#103
•Exclusion based on 
title and abstract 
reading

Stage 3
•#37
•Exclusion 
based on full 
text reading
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Fig 3. Literature survey of program comprehension 

      

 

 

 

 

 

 

 

 

 

Understanding the whole process of code comprehension is 
not simple as there are many aspects on which the whole 
enigma builds upon. Researchers need to have a deep 
understanding of all the concepts related to it, that is why 
literature survey is important. In the research work done so far 
by the different researchers, it is seen that they have tried 
various approaches and have worked on various points. 
Machine learning and deep learning are the currently used 
domains for most of the researchers. From the classic ML 
models to complex yet more precise neural network models 
have been used by researchers in [7,8,9,10,11]. Code 
comprehension requires various coding tasks and these tasks 
have been used in [12,13] to test the programming skills of the 
programmers. It is also important to observe where the 
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programmers see the most when the code snippets are in front 
of them. The tracking of eye movement and the importance of 
gazing has provided some valuable results in [14,15]. Apart 
from the eye movement, brain activation is also an important 
performance parameter to test the cognitive skills of 
programmers. [16,17] have used fMRI data to look for the 
patterns of brain activation while performing the code 
comprehension experiments. To refine the results and provide 
more precise outcomes, multiple techniques have been used in 
an experimental work in [18,19,20,21].  

 

3.1 Review of emotions in cognitive study 

Emotions are mental states triggered by neurophysiological 
alterations; they are linked to different kinds of thinking, 
sensing, and behaving, as well as to degrees of pleasure and 
displeasure. The state of mind, or emotional state, is often 
intertwined with one's disposition, personality, or ability to 
think creatively. It is necessary to understand how far the work 
has been done in this field which is summed up in fig 4.  

Fig 4. Review of emotions in cognitive study 

 

[22] created a multi-modal database model to research 
emotions using EEG, voice, photoplethysmography, and facial 
photographs. Four baseline algorithms—LDPA, TCN, ELM, 
MLP—are used to test performance. EEG signals captured 
emotions better. Game-based learning [23] examines emotions 
and cognition. Compared to non-game task, neurofunctional 
patterns implicated in emotional processes show considerable 
activation. [24] used OCC, Sherer, and Roseman ideas to 
create a weighted model for computing five primary emotions: 
happy, anger, sadness, fear, and surprise. ISEAR and real-
world data confirm the work. Games let us quickly observe our 
emotions in different situations. Games demand cognitive 

skills for reaction time. [25] found that declarative memory 
influences core affect and emotional decisions happen faster 
than conscious processing. In [26], uncivil comments received 
online provoke hostile cognition, which affects behaviour and 
emotions, but when made by the individual, no hostile emotion 
trigger was seen. Whether we make emotional decisions 
purposefully or automatically is intriguing. 

 

3.2 Review of psychology in cognitive study 

The field of cognitive psychology investigates how the brain 
works in relation to cognitions such as education and 
communication. Different people have different learning 
styles, memory capacities, and modes of communication. 
Cognitive psychology is the study of how people act based on 
their perceptions and interpretations of information. 
Psychologists, like the ancient philosophers Aristotle and 
Plato, are interested in the acquisition of knowledge, though 
their methods are significantly more sophisticated. Literature 
survey for cognitive psychology is shown in fig 5. 

Fig 5. Review of psychology in cognitive study 

   

[27] emphasizes task descriptions and interactive decision 
help. [28] creates a declarative cognitive architecture. The 
model has storage, retrieval, and encoding steps. Task set 
reduces response time, and STM retrieves faster than MTM 
and PM. [29] examines the teaching area to understand 
collegiate cognitive psychology. The two sorts of teaching 
approaches are textbook and micro-course. The major goal is 
to observe cognitive impact using both ways because it 
influences time, accuracy, and efficiency. Psychology depends 
on the information that our brain has. The psychology of 
developers is imitated in [30] as the students are given the role 
of developers. The agile software records the cognition style 
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and the interaction patterns. The methods discussed in [31] 
examines the predispositions produced from automatic 
cognitive system versus the deliberate technology assessment 
system. The study observes the behavioural intentions and the 
effort expectancy of the participants.  

 

3.3 Review of BDI in cognitive study 

The BDI model comprises several mental qualities and 
relationships. Bratman proposes the BDI model, a 
philosophical framework of practical reasoning. Beliefs, 
desires, and intentions make up the mental attitude 
components of the BDI paradigm. Beliefs are knowledge or 
information about the world. Intentions and actions are 
processed in order, and the environment is updated. So, to 
understand the work done in this area, the literature survey is 
done which is presented in Fig 6.  

Fig 6. Review of BDI in cognitive study 

 

Understanding BDI is crucial to understanding source code. 
BTA model [32] uses BDI to rank models and select the best. 
Genetic algorithm improves model correctness. Human 
behaviour impacts beliefs, wants, and intentions. In [33], the 
intelligent agents that support those are upgraded to present an 
ABC-EBDI paradigm. It incorporates the psychotherapy 
paradigm, the ABC model, and other affective theories. The 
framework models human conduct in terms of acts and 
expression. In a typical model of cognition, [34] focuses on 
the metacognition model. [35] uses a SME model to evaluate 
developers by BDI, reliability, and reputation and choose the 
best project. ANN and clustering are utilized to validate the 
work. Similar to the previous work, [36] uses BDI to rank 
online services. It also introduces a novel framework to use 
reputation as a measuring parameter. The literature survey 
above shows that there is no standardized dataset for these 
investigations. 

 

4. OBSERVATIONS  

4.1 General methods for testing cognitive skills and brain 
activation 

The literature survey of this study has been divided into four 
parts, code comprehension, emotions, cognitive psychology 
and BDI. The reason for such division is the diversification of 
methods and models that has been used in these studies. The 
methods that have been used for code comprehension have 
been shown in fig 7. There is a clear preference for evaluating 
programmers' analytical abilities through coding exercises 
(31%). Only twenty-four percent of researchers have come up 
with their own models to analyse human cognition. Other 
common approaches to gauging mental acuity include 
electroencephalography (6%), functional magnetic resonance 
imaging (9%), eye tracking (6%), and a combination of 
modalities (12%). Methods like as electroencephalography 
(EEG), eye-tracking, functional magnetic resonance imaging 
(fMRI), etc., are all part of the several techniques used in a 
single experiment. 

 

                               

 
Fig 7. General methods 

 

4.2 Which performance metrics have been used for the 
research works? 

                            

  
Fig 8. Performance metrics 
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Performance metrics are examined to gauge a work's 
effectiveness. The effectiveness of the findings is indicated by 
the performance metrics. The research works depicted in fig. 
8 make use of a variety of performance criteria. The p-value, 
confusion matrix, time measure, correctness of response, 
complexity metrics, brain activation, eye gaze and succades, 
pearson correlation, experience, and emotions are just few of 
the metrics that have been employed. The numbers show how 
many papers used each metric.   

4.3 Various computational methods in all the approaches 

Researchers conduct experiments to draw meaningful 
conclusions. In order to offer meaningful research, the data 
gathered from the various approaches must be processed using 
certain computational models. Some various computational 
methods have been used in the reviewed articles which are 
shown below in the Fig 9.  

                     

       
Fig 9. Computational methods 

 

Machine learning has been used in 30% of the articles to 
extract various features related to data, to do component 
analysis and for classification. Deep learning (31%) is used to 
extract the features from the images. It is not necessary that 
the machine learning and deep learning techniques are only 
used to extract features or to classify the level of experience of 
programmers. The surveyed articles have used these 
techniques for classification and extraction of features. 24% of 
the reviewed have either used some other computational 
approach which haven’t been mentioned in the paper or there 
is no computational approach involved in those. 12% have 
used weighted models and 3% have used fuzzy logic as 
computational methods.  

            

5. CONCLUSION 

An exhaustive literature search was conducted for this article. 
The surveyed publications cover cognitive abilities like 
emotion, psychology, and BDI as well as code comprehension. 
While analysing a code snippet, performance metrics like time 
and accuracy are crucial. Computational methods such as 
Deep Learning and Machine Learning are more popular thanks 
to intelligent computing. Constraints on the number of people 
who can participate, the size of the code they can work with, 
and the freedom they have to move around are some of the 
most prevalent difficulties encountered in experimental work. 
Methods including functional magnetic resonance imaging, 
electroencephalography, and eye tracking have emerged as the 
primary tools for academic research. Finding efficient 
methods to analyse brain activity with a sufficient sample size 

can be the focus of future research in this area. Code 
complexity and speech recognition are two further software 
and performance metrics that can be used as criteria for 
evaluating a programmer's cognitive abilities. 
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APPENDIX 

Acronyms 

SDLC-  Software Developement Life Cycle 

BDI- Belief-Desire-Intention 

fMRI- Functional Magnetic Resonance Imaging 

EEG- Electroencephalogram

LOC- Lines of Code 

LMM- Linear Mixed Model 

ML- Machine Learning 

BA- Brodmann Area 

GLM- General Linear Model 

ANOVA-Analysis of Variance 

PLDA- Probabilistic Linear Discriminant Analysis 

TCN- Temporal Convolutional Network 

ELM- Extreme Learning Machine 

MLP- Multi-Layer Perception 

STM- Short Term Memory

MTM- Medium Term Memory 

PM- Permanent Memory 

ANN- Artificial Neural Network 
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Abstract: The basic goal of string matching research is to 

determine whether specific patterns are present in a sample 

of text that is equal in size or larger. Pattern matching is 

required as part of the pattern discovery process in today’s 

culture to detect structural and functional behavior in genes. 

Pattern matching is common in information systems and 

data processing, but it’s also important in everyday life. 

String matching algorithms have been used in a variety of 

applications, including DNA analysis. DNA sequencing is 

one of the most important disciplines of science today [6]. 
One of these is disease diagnosis using DNA sequencing, 

which a safe method of evaluating the chance of a disease 

is occurring. Multiple genetic mutations are to blame for 

the disease. Due to the fact that DNA is such a big 

database, so a good algorithm is needed to check the 

disease condition. This research suggests the sequential and 

parallel approaches of the multi pattern matching algorithm 

using Bloom Filters and Aho-corasick Algorithm 

corresponding to the Aho-corasick method to determine the 

likelihood of nucleotide-repeat diseases arising from 

various DNA sequences. The result analysis shows the 
comparison and efficiency of the algorithms. 

 

Keywords: Pattern matching, Bloom Filters, DNA 

sequencing, Nucleotide repeat diseases, Aho-corasick 

Algorithm, Result analysis 

1. Introduction 
One of the most crucial fields of research right now is 

DNA sequencing. Several fields, including forensic 

science, contemporary agriculture, and contemporary 

medicine, use DNA sequencing. Medical science is 

developing day by day to detect diseases and as well as 

early detection or prediction of diseases such as cancer. 

Change in sequence of DNA leads to diseases. DNA 

sequences make large databases hence efficient and fast 

algorithm is required for DNA sequencing. All species, 

including humans, have the genetic material known as 

DNA (Deoxyribonucleic Acid). The DNA of every cell 

in the body is identical. Adenine (A), guanine (G), 

cytosine (C), and thymine make up the DNA (T). Base 

+ Sugar + Phosphate = Nucleotide, where each pair of 

the chemical bases is joined by a sugar and a phosphate 

molecule. DNA molecules form together thread-like 

structures called chromosome which are present in 

nucleus of each cell in the body. The method of DNA 

sequencing involves figuring out the exact placement 

of nucleotides within DNA molecules. The letters A, G, 

C, and T are arranged in various sequences. Disease 

shows a certain pattern of DNA which can be detected 

by pattern matching. The amount of DNA extracted 

from The growth of the organism is exponential. Thus, 
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pattern matching algorithms are crucial in many 

computational biology applications for data processing 

involving proteins and genes. Its main goal is to identify a 

specific pattern within a given DNA sequence. 

Examination the amount of DNA extracted from the 

organism is increasing exponentially. In order to match 

patterns created using Pattern Matching Expressions, 

pattern matching approaches read the inputs through text 

strings. Pattern Matching can be used in Identification 

DNA sequence. 

A. Deoxyribonucleic acid (DNA) 

Deoxyribonucleic acid, also known as DNA, is a large 

molecule that houses each organism's individual genetic 
code. It contains the directions for generating every protein 

in our bodies, much like a recipe book. The four 

fundamental "bases" that make up DNA are adenine (A), 

cytosine (C), guanine (G), and thymine (T) (T). The 
genome's instructions are created by the order, or 

sequence, of these nucleotides. The molecule of DNA has 

two strands. DNA has a distinctive "double helix" form 
that resembles a twisted ladder. The base sequence is 

replicated using a template found on each double helix 

strand of DNA. Cells splits reproducing off springs, this is 

crucial because each new cell requires an identical 
duplicate of the old cell’s DNA. DNA is responsible for 

conducting the information required to build and function 

particular organism. Certain parts of DNA are in charge of 
turning genes on and off, as well as controlling the amount 

of that particular protein is produced. 

B. DNA Sequencing 

DNA sequencing indicates the arrangement in which 

letters are combined in DNA. Individual genes, entire 

DNA, complete chromosomes, and entire genomes are 

sequenced by way of DNA sequencing. To sequence DNA, 
it must go through a prolonged scientific computing 

procedure. DNA computation is complicated process 

involving a lot of precision and complex logic. The state of 
DNA computation is still being worked out. DNA 

calculations have not yet surpassed the computing 

capabilities of current computers. We acquire sequenced 
DNA in a solution after the final phase of detection and 

reading, and then the order of base pairs that make up the 

strand of DNA is identified. It focuses on finding the 

particular pattern in a given DNA sequence. 

C. Disease Diagnosis using DNA Sequencing 

       Disease diagnosis by DNA sequencing is a challenging 

medical subject to master. Diseases are caused by repeating 
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genes; repetitive genes, deleted genes, and the precise 

presence of disease-affected genes are among other 

factors. DNA sequencing is a first-stage diagnostic for 
disease detection that is perfectly safe. 

DNA databases are massive and growing day after 

day. As a result, analyzing data sets is not a manual 

process. Exact and inexact model matching 

algorithms, as well as single and multi faceted model 

matching algorithms, are the most common 
categories. Model correspondence techniques’ main 

task is to identify known models from massive data 

sets. Some inaccuracies may be regarded as per 
application need in the inexact pattern matching 

process but exact pattern matching has no errors 

recognized in the outcome. When there are several 
match patterns to scan for, a single pattern matching 

algorithm executes more than one string at a time. 

Users will find it more difficult to get critical 

information from sequences as the bulk of the data 
expands. As a result, faster pattern matching 

algorithms require more efficient and resilient 

procedures. It It is one of the most significant areas in 
bio informatics that has been researched. The method 

is designed to get better as the data set expands. 

Because bio informatics requires precise findings, 
accurate and multi-string pattern matching techniques 

are utilized. With multi-string patterns to be searched, 

more than one string is passed in a single pass by a 

single pattern matching algorithm, which passes one 
string at a time. 

2. Literature Review 

   The Agrep Algorithm for Approximate Nucleotide 

Sequence Matching was proposed by Hongjian Li et al. 

in [1]. Currently used pattern matching algorithms can 

only match a limited number of genomic sequences. 

The Agrep method's CUDA implementation provides a 

rough sequence matching algorithm that searches huge 

genomes for patterns of length up to 64 and edit 

distance up to 9. Its memory demand was decreased by 

using two bits for each binary representation of a single 

character. Therefore it is possible to load multiple 

genomes simultaneously. Its high sensitivity is 

guaranteed by strictly scanning through the entire 

genome. High sensitivity, which gauges the percentage 

of actual positives that are accurately identified, is 

another benefit of CUDA Agrep. It is determined as the 

proportion of mapped reads to all reads. CUDA Agrep 

is assured not to overlook any potential approximation 

matching because the reference genome is thoroughly 

examined for each query without the use of any 

heuristic methods. Also, an email crawler and an AJAX 

MVC website for real-time internet searching were 

constructed. 

   A novel accurate multiple pattern matching 

approach using DNA sequence and pattern pair was 

introduced by Raju Bukya, DVLN Somayajulu in [2]. 

There is no need to build the indexes for the input 

sequence again once they have been created. The algorithm 

for each pattern starts with the character that matches the 

pattern, reducing the need for pointless comparisons of 

other characters. It performs well for applications using 

DNA sequences. In certain of the scenarios of the 

suggested algorithm, the number of comparisons lowers as 

the size of the pattern increases. In terms of the quantity of 

comparisons and CPC (Comparations per Character) ratio, 

the algorithm suggested in this study performs better than 

some of the other widely used algorithms. In compared to 

algorithms like MSMPMA, Brute-force, Tri Match, Nave 

string matching, and IKPMPM methods, the suggested 

approach performs well in two metrics, CPC ratio and 

number of comparisons. EPMSPP approach gives very 

good performance related tothe other older methods. 

In [4] Boyer-Moore Algorithm, when a mismatch is 
identified, it conducts larger shift increment. In terms of 

scanning, it differs significantly from Naive. It traverses 

the string going right to left, unlike Naive, in which the last 
character of P is matched with the very first character of T. 

If a character   matches, the pointer is advanced to left to 

the pattern’s remaining elements. If a conflict is found in T 

at character c that does not exist in P, P is advanced right 
by m places and adjusted to a next character following c. P 

is moved right such that c is aligned with rightmost 

appearance of c in P if c is part of P. But the worst time 
complexity still remains O (m+n). 

   In [5] Knuth-Morris-Pratt, for the specified pattern P, 

Finite State Automata (FSM) model M is first generated. If 
there exist pattern in the text, it is approved, else it’s 

ignored. The KMP algorithm initially generates a 

supplementary LPS of size m (the same as the pattern size) 

that is utilized to skip characters during matching. LPS 
represents the Longest Prefix Suffix. It also servesas a 

suffix. KMP has the advantage of already knowing some 

of the next characters in the following window’s text. 
Knowing this, we can avoid matching characters that we 

already know will match. The sole drawback of the KMP 

method is that doesn’t indicate the count of occurrence of 
the pattern has occurred. Dynamic programming is one 

among the highly utilized algorithm in computer science. It 

entailed recursively addressing consecutive recurrence 

relations, in which smaller issues are addressed in order to 
answer the larger problem. The worst time complexity is 

O(n). 

  S. Hasib, M. Motwani, and A. Saxena discussed the 

importance of the Aho-Corasick String Matching 

Algorithm in Real World Applications in [7]. The Aho-
Corasick algorithm has been found to be particularly 

effective for multiple pattern matching and to be applicable 

to a wide range of problems. However, it has been found 

that the algorithm's performance suffers both in terms of 
time and space as the size of the automata increases 

significantly. The algorithm's complexity increases linearly 
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with the length of the patterns, the length of the text 

being searched, and the number of output matches. Due 

to the ability to match all keywords simultaneously in a 
single pass, it is found to be appealing for huge amounts 

of keywords. This technique can be used to address a 

number of issues, including intrusion detection, 
plagiarism detection, bioinformatics, digital forensics, 

and text mining, among others. The technique of 

intrusion detection uses an intrusion detection system to 
find intrusions (IDS). 

  In [3] Burton Howard Bloom created the space-

efficient probabilistic data structure known as the 

Bloom filter in 1970. It is used to determine whether an 

element is a part of a set. False 8 positive matches are 

possible, but false negative matches are not; in other 
words, a query returns either potentially in the set or 

unquestionably out of the set. Although this can be 

handled with the counting Bloom filter variation, 
elements can only be added to the set; the more things 

added, the higher the risk of false positives. Bloom 

filters, compared to other data structures for expressing 
sets, such as self-balancing binary search trees, 

attempts, hash tables, or straightforward arrays or 

linked lists of the entries, have a significant space 

advantage despite the possibility of false positives. For 
the most part, this necessitates keeping at least the data 

items themselves, which can range in size from a few 

bits for small integers to a large number of bits for 
strings (tries are an exception since they can share 

storage between elements with equal prefixes). The 

actual storage must be handled separately because 

Bloom filters do not store the data pieces in any way. 
Nevertheless, because Bloom filters don't actually store 

the data pieces, a different solution must be offered for 

their actual storage. 

     Sandeep U.Mane and Ketaki H. Pangu suggested a 

disease diagnosis method based on DNA sequencing in 
[6]. A sequential approach based on the GPGPU. In 

order to determine the likelihood of nucleotide repeat 

diseases and some cancer types from DNA sequencing 
in parallel approach using GPGPU and compare results 

between sequential and parallel approach, the paper 

presents design and implementation of the Aho-corasick 
exact and multi string pattern matching algorithm. This 

article discusses the GPGPU-based Aho-corasick multi-

string pattern matching algorithm, which produces 

better results in a shorter amount of time. By 
contrasting the two methods, the authors come to the 

conclusion that the GPGPU-based parallel algorithm 

performs better than the sequential technique when the 
number of patterns rises and as well. The fastest 

speedup possible was about two times faster than the 

sequential version. 

3. Problem Statement 
As mentioned earlier DNA is such a big database and 

growing genetic databases so a good and faster pattern 

matching algorithm is needed to check the disease 

condition for diagnosing nucleotide repeat diseases. 

According to study in [9], a parallel optimized Aho-corasick 

precise and multi-string pattern matching algorithm with 

bloom filters should be created and put into use to estimate 

the likelihood of nucleotide repeat disorders using DNA 

sequencing. Also propose implementation utilizing 

sequential and parallel approach. And analyze and compare 

the results obtained from Parallel failure less aho-corasick 

algorithm using bloom filters and aho-corasick. Collective 

data set analysis to extract inferences from overall results. 

4. Proposed Solution 

 This research proposes a modification of the Aho- 

corasick [7] Pattern Matching Algorithm for calculating 
the number of occurrences of specific patterns in a DNA 

sequence. It consists of two parts: the generation of finite-

state automata from input keywords, and the processing of 
the DNA sequence in a single pass utilizing these 

automata. The algorithm’s main goal is to find and 

identify all substrings of Input patterns that are keywords 
of Input sequence. 

Improvements: Minimizing Number of times accessing 

the finite state automata by using inexact pattern. Matching 
first before accessing the Finite State automata. . 

Minimizing the number of computations by making chunks 

of the given input and performing aho-corasick algorithm 
on the chunk separately by assigning a thread. 

Chunking Input data in order to make it 

multithreaded: Before to parallel processing, the DNA 

sequence file is split into many blocks. As a result, the 

file’s data will be split into many data chunks. Each block 
is given a thread, which is then assigned to it according to 

its availability. After that, each block is sent to automation 

to look for patterns.[8] In Parallel block aho-corasick 
algorithm we divide the input sequence into block chunks 

and use threads for each block. Each child process runs 

aho-corasick algorithm for each block. As we are using 
parallel processing it increases the execution speed com- 

pared to aho-corasick algorithm. In parallel block aho-

corasick we use less number of threads compared to parallel 

failure less aho-corasick so parallel block aho-corasick 
algorithm will have less thread over head compared to 

parallel failure less aho-corasick algorithm. 

In [10] pfac we have made more no of comparisons 

compared to aho-corasick. In aho-corasick everything is 
computed serially nothing is done in parallel, so here we 

are splitting data into blocks and assigning each block to a 

thread and for each block aho-corasick is used by this we 

are reducing no of comparisons performed. 

B. Using Bloom Filters to reduce search space 
The proposed improvement is by using of bloom filters 

we create a filter for a unique length using all patterns of 

that length and use that filter to check for all the possible 
texts of that length generated from sequence if that text 

passes the filter only we perform exact pattern matching. 

Once we enter aho-corasick we will follow aho-corasick 
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until we reach start state because of failures. [11] This 

we will reduce the number of times accessing the finite 

automata and also bloom filter requires less space 
compared to other data structures as bloom filters do not 

store data items. 
 

 

     Fig. 1.Finite State Automata 

C. Implementation 

1) Aho-corasick algorithm: In Aho-corasick algorithm 
first nucleotide sequences (patterns needed to search) are 

given as input using these patterns finite state automata 

is constructed. [12] A finite automaton contains go to and 
failure links .In finite state automata, the go to function 

populates a transition map that stores the transition from 

one state to the next. Failure function creates a failure 
map according to the Aho-corasick Algorithm. Failure 

transition. For any undefined transitions, the start state 

will revert to start. 

2) Parallel failure less aho-corasick algorithm: [17] 

Parallel failure less aho-corasick algorithm is a variation 

of aho-corasick algorithm in which we use size of the 
input pattern number of parallel threads each thread 

corresponding to each base of input sequence . Each 

thread checks whether there is a pattern starting from 

corresponding base in the trie. In this algorithm thread 
ends when there is a failure state and when it finds the 

pattern. In parallel failure less aho-corasick algorithm 

there will not be any failure transition states. Failure 
links are not needed in the The trie [15].This 

algorithm needs more computation than aho-corasick 

algorithm as we use pre-computed failure states in aho-
corasick it has less  

computations but as we are using many threads it will 

execute faster than aho-corasick. refer algorithm in Fig.2. 

  Fig. 2. Sequence and Aho-corasick Algorithm 

  

 
Fig. 3. Parallel failure less aho-corasick Algorithm 

 

3) Parallel Hashed failure less Aho-corasick Algorithm:      

The proposed improvement is by using of bloom filters 

we create a filter for a unique length using all patterns 

of that length and use that filter to Check for all the 

possible texts of that length generated from. Sequence 

from that starting point if only text passes the filter we 

perform exact pattern matching.   
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Before creating a thread in pfac if we check for hash 

values of sequences generated from that starting point. 

This we will reduce the number of times accessing the 

finite automata and also bloom filter requires less space 
compared to other data structures as bloom filters do 

not store data items. Refer algorithm in Fig.5. 
 

 
Fig. 4. Parallel Block aho-corasick Algorithm 

 

 

Fig. 5. Parallel Hash failure less Aho-corasick Algorithm 

4) Parallel block Aho-corasick Algorithm: In the 

parallel variant of the Aho-corasick algorithm, we 

break the input DNA sequence into a fixed number of 

blocks, refer the Fig 3. The block size is a predefined 

value and it depends on the number of the parallel 

processing units of the system. Each child process will  

We create a child process for each block of the DNA 

sequence. [13] All these child processes will run in 

parallel in a multi- processing system. Each child 

process will run the sequential variant of the Aho-

corasick algorithm and populates the count of 

occurrences of each pattern in that particular data 

block. Refer algorithm in Fig. 4 

 
Fig. 6. Parallel Hash Block aho-corasick Algorithm 

5) Parallel hash block Aho-corasick Algorithm: The 

DNA sequence file is split into many blocks. As a 

result, the file’s data will be split into many data 

chunks. Each block is given a thread, which is then 

assigned to it according to its availability. After that, 

each block is sent to automation to look for patterns. 

Aho-corasick algorithm is run on each block. Refer 

algorithm in Fig 6. 

5. Result Analysis 
1) Dataset: In this research we have used standard 

datasets from National center of biotechnology 

information (NCBI) [8] and some standard Genome 
projects [9]. The genes used for the purpose of study 

were downloaded from NCBI having gene id 1760, 

2175, 2395, 2332, 8106, 25814, 4287 [14]. All these 

genes are classified as ‘Homo sapiens’ under organism. 

2) Results: Table 1 shows the diseases caused by 

nucleotide repeats as well as the lengths of the repeats 
and possible molecular biochemical processes that 

induce sickness. The table presents several patterns 

together with their related ranges and diseases, 
allowing us to deduce if a certain DNA sequence is 

affected by specific diseases, pre-mutated, or normal. 

[15] The frequency of a pattern in a DNA sequence or 
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genome is represented by the ranges here. If we wish to 

determine the likelihood of nucleotide repeat disorders 

based on these standard ranges, we should compare the 

mentioned standard ranges. 

[16] We infer the medical condition of the patient 
based on the collected results as disease(s) infected, 

permuted, or disease-free. The pre- muted predicts the 

likelihood of diseases occurring in the primary stage, 
allowing the patient to become aware and receive 

treatment. As a result, early state diagnosis is beneficial 

in subsequent treatment. 
 

 
Fig. 7. Table 1 

Table 1 illustrates the number of repeat patterns 

(keywords) in patient1’s gene. We can see from the table 
that the chances of being affected by FRDA, FXS are 

higher because GAA has a frequency of 121 and CGG has 

a frequency of 147. Count 121 of GAA is in the impacted 
range, while CGG is in the pre-mutated area, according to 

the frequency table. As a result, the sequence is FRDA-

affected and may result in FXS. 
 

 

Fig. 8. Table 2 

  Table 2 indicates the number of repeat patterns 

(keywords) in patient2’s gene. We can see from the table 
that the chances of being affected by FRDA, DRPLA, and 
SCA10 are higher because GAA is 76, ATTCT is 234, and 
CAG is 63. GAA is in the pre- mutation range, according 
to the frequency chart. GAG is in the impacted range, but 

ATTCT is in the pre- mutated range. As a result, the 
sequence is DRPLA- affected, with the possibility of 
FRDA and SCA10. 

Graph 1 indicates the improvement in time on 

hashing the sequence before performing PFAC. The 

difference in time is less when the file size is small. As 

the no of characters in the sequence increases we can see 
the effects of hashing Fig. 9. Table 3 and the difference 

in time taken by PFAC and Hashed- PFAC increases. 
 

 
Fig. 9. Graph 1 

Graph 2 indicates the improvement in time on hashing 

the sequence before performing Chunked-Aho-corasick. 
The difference in time is less when the file size is small. 

As the no of characters in the sequence increases we can 

see the effects of hashing and the difference in time taken 
by PFAC and Chunked-PFAC increases. 

 
Fig. 10. Graph 2 

6. Conclusion and Future Work 
The report examines a simple and effective 

nucleotide repeat identification approach. Based on his 
or her DNA, the obtained data is utilized to evaluate ifan 

individual has a chance of developing the disease(s) in 

the future. The presented chucked hash parallel Aho- 
corasick algorithm performs better than all the other .As 

we are using more number of threads we create more 

over head using pfac and hashed pfac. In future we can 

use pattern division and sequence division and assign to 
threads for improved performance. We can implement 

this algorithms can implemented in GPGPU. The 

collective analysis can be designed for community 
genome testing and analyzing the larger dataset to 

achieve key findings such as often occurring diseases, 
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malignancies, and trends in the results, among other 

things. 
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Abstract— Gene network inference deals with the 

construction of gene regulatory networks from genomic data 

and is one of the long-standing critical problems in 

computational biology. Regression techniques have proven to be 

one of the most efficient methods for inference. This study 

proposes a granger causality and regression-based pipeline for 

inferring GRNs. The Dialogue for Reverse Engineering 

Assessments and Methods (DREAM) challenge provides 

benchmark datasets on which algorithms for network 

construction can be tested. Our method resorts to datasets 

provided in the DREAM4 challenge. A two-way pipeline, first 

with seasonal differencing and granger causality and the second 

with regression importance scores was used to calculate the final 

network edge scores.   The result of the proposed computational 

framework works effectively in terms of AUPR and AUROC 

values on size 10 and size 100 networks of the DREAM4 

challenge and is competitive to the existing algorithms. The 

AUPR and AUROC values are comparable to GreyNet in size 

10 network and outperforms GreyNet for size 100 dataset. 

Keywords—Gene Expression, Gene regulatory network, 

Regression, Granger causality. 

I. INTRODUCTION  

Gene Regulatory Network (GRN) inference is a major 
research area in computational biology. Genes code for a large 
number of products that our body requires, these products are 
in turn able to affect other products and can even involve self-
loops affecting the very same gene from which it all started. 
Inferring this entire regulatory network interaction from gene 
expression data using experimentation is infeasible. 
Computational methods strategically reduce the search space 
to the most probable sets of relations which can then be 
experimentally verified. This enables speeding up the 
advancement of understanding disease prognosis and disease 
progress prediction. The paper's main contribution is a simple 
dual pipeline capable of improving the accuracy of GRN 
inference on the benchmark DREAM4 datasets compared to 
recent works. The first part focuses on statistical analysis 
utilizing seasonal differencing followed by granger causality, 
which has been found to perform well on gene regulatory 
networks [1]. Granger causality helps to find out if a time 
series variable is capable of forecasting another one. The 
second part of the pipeline contains a feature scoring using the 
regression technique. The final score is aggregated to form the 
network. 

The paper covers the background, briefly describing the 
commonly used methods for gene regulatory network 
construction, followed by materials and methods, which 

discusses the dataset and methodology. The results and 
discussion section compare the proposed approach with 
existing techniques, followed by a conclusion and references. 

II. BACKGROUND 

A. Information-theoretic approaches 

This category includes methods that incorporate techniques 

like correlation, entropy [2], mutual information (MI) [3], 

conditional mutual information (CMI) [4], conditional 

mutual inclusive information (CMI2) [5] and so on. The 

major works in this area are relevance network [6], MIBNI 

[7], ARACNE [8], CLR [9] and MRNET [10].  

B. Bayesian network models 

Bayesian networks (BNs) comprise both the diagram and the 

conditional probability table. There is a conditional 

probability table given the parents for each variable in the 

diagram. The arrows in BN denote the “forward” probability 

and the usage of Bayes’ rule finds the inverse probability, by 

taking the product of the prior with the likelihood. As for the 

variables without parents, their prior probability can 

summarize their cause. Dynamic Bayesian Networks (DBNs) 

comprise a class of techniques that can elegantly deal with 

the loop taboo of BNs. DBNs tactfully solve the DAG 

problem by expanding the variable set based on specific time 

points. The major works in this area are BGRMI [11], FBISC 

[12], KBOOST [13], IMBDANET [14], Intelligent 

verification with Machine Learning and Model checking 

[15]. 

C. Regression models 

Regression and feature selection methods deal with network 

inference by considering one target gene at a time and 

recognizing potential regulators that best predict the target 

gene state [15]. GENIE3 [18], GENIE3-time [21], GNIPLR 

[20], KBOOST [13], BTNET [19], BMALR [17] and 

TIGRESS [16] are some of the main works under regression 

models. 

III. MATERIALS AND METHODS 

The gene regulatory network which is reconstructed from 

gene expression data can be represented using G = (V, E) 

International Conference on Artificial Intelligence & Software Engineering (ICAISE 2023) Kochi 23



where V represents the vertices and E represents the edges. 

The edge eij ∈ E, represents the interaction between gene gi 

to gene gj. Let D denote the time series dataset for the network 

reconstruction problem,  

                     D= {D1, D2, . . ., DN}   (1) 

where Di denotes the time series data for sample i. Each 

sample in this scenario is assumed to have an equal number 

of time points, T.  

The samples Di, where i= 1 to N is then concatenated to form 

a single time series input with N*T time points, which will be 

referred to as P. Dataset D, can be now denoted at row level 

as, 

g(tk) = {g1(tk), g2(tk), …, gM(tk)}              (2) 

where gi(tk) denotes the expression values of gene i at time 

point k. M denotes the total number of genes in the dataset. 

k ∈ P denotes the time point index. 

A. Dataset used 

Dream 4[22][23][24] network inference challenge data set 

was used for the analysis.  

B. Gene expression data 

Microarray keeps track of thousands of genes in parallel and 

produces output raw files in image format which can then be 

transformed into gene expression matrices after data pre-

processing. In these matrices the table rows represent samples 

and the column represents the genes; the number in the cell 

characterizes the value of that specific gene in the 

corresponding row sample. While static data has no time 

component, temporal aka time-series data have interactions 

that vary across time. Each link can have attributes denoting 

its active time and interaction strength at different 

chronological points. For this study, the main focus is on time 

series datasets. DREAM4 challenge dataset has five size 10 

and ten size 100 node datasets. Size 10 has 10 genes with time 

series information on 21-time points. Size 100 has 100 genes 

on 21-time points.   

C. Performance metrics: 

We validate our method with other state of art methods like 

GreyNet [28], BiXGBoost [29] and Jump3 [30] by AUROC 

and AUPR scores.  AUROC corresponds to the area under the 

ROC curve based on TPR and FPR. AUPR is the area under 

the PR based on precision and recall. Another comparison 

with GreyNet at 2%,5%,10%,15% and 20% threshold was 

performed using additional metrics such as F1-Score, 

Accuracy and MCC (Matthew’s correlation coefficient).  The 

density of the gene regulatory network varies from organism 

to organism, the choice of threshold hence is not specific to 

any organism since that is not the main purpose of this study. 

Recall = TPR = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (3) 

FPR = 
𝐹𝑃

𝐹𝑃+𝑇𝑁
      (4) 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (5) 

F1 score = 
2.𝑇𝑃

2.𝑇𝑃++𝐹𝑁+𝐹𝑃
    (6) 

Accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
     (7) 

MCC =  
𝑇𝑃.𝑇𝑁−𝐹𝑃.𝐹𝑁

√(𝑇𝑃+𝐹𝑃).(𝑇𝑃+𝐹𝑁).(𝑇𝑁+𝐹𝑃).(𝑇𝑁+𝐹𝑁)
  (8) 

Here TPR denotes the true positive rate, FPR represents False 

positive rates, TP is the true positive, TN is the true negative 

FP is the false positive and FN is the false negative. The 

AUPR and AUROC values for each method are averaged 

over 10 runs for each network. 

D. Preprocessing 

The dataset of size 10 samples was concatenated to form a 

105x10 matrix where 105 represents the time points and 10 

represents the gene count. Similarly, size 100 samples were 

concatenated to get a 210x100 matrix.  

E. Granger causality pipeline 

Traditional approaches to time series analysis work with 

stationary input assumptions. Differencing is a technique 

used to stabilize the mean of the time series and compute the 

differences between successive observations. Seasonal 

differencing is performed between observation and one at the 

lagged time point in the previous season [27], here the 

seasonal period is set 21-time points which represents a 

sample. In this case, the seasonal differencing can be 

represented as 

g’k =gk-gk-lag                                    (9) 

The lag value of seasonal differencing hence corresponds to 

21-time points. This step is followed by the KPSS stationarity 

test [26] to see if the series is stationary. A time series variable 

X is judged to be the cause of another variable Y if past values 

of X help in predicting future values of Y, i.e, the past values 

of Y and X achieve greater forecasting power to predict future 

Y than what would have been achieved by past values of Y 

alone. Granger causality was applied to the stationary data 

and significant interactions were scored with a value of 1 (p-

value <= 0.05). As Granger causality is not true causality and 

since only pairwise linear interactions are covered with the 

test the remaining insignificant interactions were given a 

score value of 0.5. In the granger causality pipeline, one 

variable is set as a regulator and is used to predict the other 

one which is the target. On each loop, an edge is covered and 

after the full run, the edge score for the fully connected 

network is obtained. 

F. Regression pipeline:  

The regression pipeline uses the same concatenated dataset 

but after simple exponential smoothing [27] using an 

exponential window. Exponential smoothing is given by the 

formula, 

𝑒𝑡 = 𝛼𝑥𝑡 + (1 − 𝛼)𝑒𝑡−1                      (10) 

Multiple regression analyses were used to calculate the 

feature importance values, including Random Forest, 

XGBoost, SVM, Lasso and Ridge. Out of these methods, 

Random Forest performed the best. The comparisons below 
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with existing approaches are done using the random forest 

method. On each iteration of the random forest, one gene is 

selected as the target and the rest posing as regulators. The 

random forest approach then calculates the feature 

importance scores for each regulator-target interaction. These 

feature scores are used to calculate the final network. This 

way the GRN inference is divided into multiple subproblems. 

Finally, the feature importance scores from each subproblem 

are integrated along with granger causality significance 

scores to create the final network. The scores from both 

branches were multiplied to obtain the final interaction score. 

The workflow of the proposed method is provided in  Fig. 1. 

 

 
Fig.  1: GranReg workflow

IV. RESULTS AND DISCUSSION  

Existing techniques named GreyNet, BiXGBoost and Jump3 

were applied to time series data, the results below are 

obtained by averaging on 10 runs. The radar plot in Fig. 2 

shows the AUPR and AUROC values of the Proposed 

method over the existing approaches in the size 10 and size 

100 datasets. 

 

The AUPR and AUROC values for the GreyNet, BiXGBoost, 

Jump3 and random network against the proposed method are 

provided in Table 1. After considering the threshold of 2%, 

5%, 10%, 15% and 20%, Precision, Recall, F1 score, MCC 

and Accuracy values were calculated. These are provided in 

Fig. 3 and Fig. 4. 

 

As the number of nodes increases there is a clear drop in 

precision value. The FP vs FN plot in Fig. 5 and Fig. 6 shows 

that the number of false positives increases as the threshold 

is increased. This causes a drop in precision. Also, as the size 

of the dataset increases more edges are detected as false 

positives. FN decreases as the threshold is increased and for 

Recall values of size 100 dataset increases compared to 

Precision values. 
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Fig.  2: AUPR and AUROC value comparison between the proposed method against GreyNet, BiXGBoost, Jump3 and Random network for size 10 and size 

100 dataset for 5 subnetworks (S1, S2, S3, S4, S5).  Fig. 2(a) and 2(b) correspond to the size 10 network and Fig. 2 (c) and 2(d) correspond to the size 100 

dataset.

 
TABLE 1: AUPR AND AUROC SCORE COMPARISON BETWEEN 3 EXISTING METHODS, THE PROPOSED METHOD AND RANDOM  

NETWORK CONSTRUCTION. THE MEAN AUPR AND AUROC VALUES ON 10 RUNS WITH A 95% CONFIDENCE INTERVAL ARE PROVIDED 
BELOW. 

  

Size 10 S1 S2 S3 S4 S5 

Jump3 AUPR 0.23±0.009 0.28±0.007 0.17±0.002 0.16±0.005 0.11±0.003 

AUROC 0.64±0.012 0.72±0.016 0.58±0.006 0.55±0.013 0.51±0.017 

BiXGBoost AUPR 0.34±0.01 0.26±0.008 0.2±0.008 0.16±0.008 0.19±0.014 

AUROC 0.8±0.008 0.72±0.01 0.66±0.018 0.62±0.022 0.74±0.026 

GreyNet- RF AUPR 0.46±0.006 0.39±0.005 0.48±0.006 0.53±0.006 0.72±0.006 

AUROC 0.8±0.003 0.71±0.003 0.75±0.003 0.8±0.002 0.87±0.003 

Proposed method AUPR 0.49±0.012 0.48±0.012 0.46±0.006 0.58±0.022 0.77±0.012 

AUROC 0.82±0.004 0.77±0.008 0.8±0.004 0.79±0.004 0.87±0.008 

Random approach AUPR 0.2±0.037 0.16±0.041 0.18±0.06 0.17±0.043 0.14±0.028 

AUROC 0.55±0.095 0.45±0.094 0.52±0.09 0.54±0.076 0.51±0.066 

Size 100 S1 S2 S3 S4 S5 
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Jump3 AUPR 0.02±0.001 0.03±0.0 0.03±0.001 0.03±0.003 0.02±0.0 

AUROC 0.54±0.004 0.56±0.004 0.59±0.003 0.53±0.002 0.52±0.002 

BiXGBoost AUPR 0.04±0.002 0.04±0.002 0.05±0.002 0.04±0.002 0.04±0.002 

AUROC 0.65±0.012 0.6±0.012 0.65±0.016 0.61±0.018 0.66±0.014 

GreyNet-  

RF 

AUPR 0.17±0.008 0.11±0.005 0.2±0.004 0.15±0.004 0.15±0.006 

AUROC 0.76±0.001 0.71±0.002 0.74±0.001 0.73±0.002 0.75±0.002 

Proposed method AUPR 0.19±0.006 0.11±0.003 0.24±0.002 0.16±0.004 0.19±0.005 

AUROC 0.79±0.001 0.71±0.002 0.76±0.002 0.74±0.002 0.78±0.001 

Random approach AUPR 0.02±0.002 0.03±0.001 0.02±0.002 0.02±0.002 0.02±0.002 

AUROC 0.5±0.017 0.5±0.016 0.5±0.011 0.5±0.018 0.5±0.021 

 

 

 
Fig.  3: Precision, recall, F1 score, MCC and Accuracy values were 
calculated at 2%, 5%, 10%, 15% and 20%. The values are averaged over the 

5 sub-networks S1, S2, S3, S4 and S5 of the size 10 dataset 

 
 

 
Fig.  4:  Precision, recall, F1 score, MCC and Accuracy values were 

calculated at 2%, 5%, 10%, 15% and 20%. The values are averaged over the 

5 sub-networks S1, S2, S3, S4 and S5 of the size 10 dataset. 

 
Fig.  5: FP vs FN plot for size 10 datasets. The thresholds used are 2%, 5%, 

10%, 15% and 20% and the FP and FN values are averaged for the 5 

subnetworks under size 10. 

 

 

 
Fig.  6: FP vs FN plot for size 100 datasets. The thresholds used are 2%, 5%, 

10%, 15% and 20% and the FP and FN values are averaged for the 5 

subnetworks under size 100. 

 

As the major focus of the work is to improve accuracy, 

threshold detection was carried out at 5 different values, at 

2%, 5%, 10%, 15% and 20% of edge ranking. The AUROC 

and AUPR values were used to represent the threshold 

invariant evaluation. Fine-tuning the threshold for evaluating 

the network can improve the interpretability of the results.  

 

Another limitation of the study is that the granger causality 

used for the study is pairwise linear, extending it to a 

nonlinear and multi-variable level can improve the results by 

discovering non-linear interactions and multiple gene-based 

regulations. Granger causality is not true causality, for 
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example, if there is a mediator variable through which effects 

are transferred then such interaction will not be realized by 

the granger causality. As this approach uses the stationarity 

assumption to use granger causality, it will be a difficult 

condition to be satisfied by every gene expression dataset. 

More time points in the dataset can improve the accuracy of 

the results. Also extending this work to real datasets can 

provide more insights into how it fairs in the specific 

organism or disease-oriented datasets. 

 

V. CONCLUSION 

GRN inference is an important research area that holds great 

hopes for understanding the regular working of the human 

body and disease pathology. In this study, we took advantage 

of the DREAM4 gene expression dataset as a benchmark for 

comparing the inferred scores.  The usage of a parallel 

pipeline with nonlinear regression and linear statistical 

prediction branches improves the performance of GRN 

construction to a considerable degree. For size 100 dataset the 

proposed method outperforms Greynet in all 5 networks. 

Future work focuses on extending this work to overcome the 

above limitations.  
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Abstract—Fast decision support systems and accurate diagno-
sis have become significant in the rapidly growing healthcare
sector. Quick and reliable retrieval of healthcare data becomes
progressively more difficult as the number of heterogeneous
medical IoT devices linked to the human body increases. Semantic
interoperability is one of the fundamental prerequisites for the
Healthcare Internet of Things(HIoT). The state of art solutions
of HIoT suffers latency and bandwidth issues. Fog computing,
a cloud computing extension, not only addresses the latency
issue but also offers additional advantages, including resource
mobility and on-demand scaling. Fog computing is included in
the suggested method to reduce latency and network bandwidth
usage in a system that offers semantic interoperability in health-
care organizations. The proposed framework can reduce the
computation overhead of heterogeneous healthcare data. The
simulation results show that fog computing can reduce delay,
network usage, and energy consumption.

Index Terms—Fog Computing, Healthcare IoT, Semantic in-
teroperability, ontology, umls

I. INTRODUCTION

In the healthcare sector, semantic interoperability refers to
a healthcare system’s ability to read and process medical data
generated or controlled by another healthcare system. In the
Internet of Things age, healthcare data must be monitored
in real-time, relevant decisions made, and alerts issued in
seconds. Furthermore, the data generated by IoT devices is
massive, primarily in big data. Medical data from IoT devices
and unstructured electronic health records involve complex
processing to provide timely health warnings. Developing all
the solutions in the cloud causes a lot of network congestion
and computational delays.

A patient requires real-time monitoring when he receives an
infusion, necessary treatments, or surgery or is in an intensive
care unit or ambulatory services. Real-time monitoring may
occasionally save lives in critical situations such as cardiac
emergencies, strokes, and so on. Real-time monitoring in
healthcare necessitates an immediate response. When data is
collected from IoT devices and delivered to the cloud for
processing, the real-time monitoring system is hampered by
its inability to receive a timely response from the cloud.
In most circumstances, IoT Healthcare devices do not have

enough computing power and Fog Computing technology was
conceived to meet these requirements.

Fog computing is used in many sectors, including agricul-
ture, healthcare, logistics, transportation, etc. Fog computing
methodology can be used in healthcare for providing health
monitoring [1] and real-time notifications and can play an
important role in decision support systems [2]. In healthcare,
fog computing can be used to monitor conditions such as high
blood pressure [3], arthritis [4], diabetes [2], and many more.
It is an excellent resource for geriatric care [5].

In healthcare, like disease monitoring, some other applica-
tions require prompt results. Semantic interoperability solution
is one among them. When medical records are transported
from one healthcare environment to another, such as when a
patient is unconscious or when a patient is transferred from one
hospital to another for rapid treatment or surgery, the semantic
interoperability solution must be absolutely time critical.

A. Problem Definition

We all live in a world that demands quick and precise
processing. The proposed goal is to create a rapid and accurate
semantic interoperability solution for healthcare data systems.
The proposed solution should address the following specific
objectives.

• The suggested solution must handle all lexical, syntactic,
and semantic challenges found in medical documents.

• The recommended approach should minimize bandwidth
consumption and delay.

• The solution should consider all types of medical doc-
uments, including unstructured, structured, and IoT MD
documents.

The following is how the rest of the article is organized.
Section II contains a review of the literature. The suggested
architecture is represented in Section III. The implementation
details are presented in Section IV. Section V displays the
findings and discussions. Section VI contains the conclusion
and future scope.
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II. LITERATURE REVIEW

Even before 2010, several researchers pointed out that
cloud computing was vulnerable to latency and bandwidth
difficulties. At an ACM conference in 2014, CISCO presented
Fog computing [6] to the world.

To overcome latency and bandwidth issues, Malik et al.
[7] proposed a three-layer fog computing architecture. The
bottom layer was the Device layer, the middle layer was Fog,
and the upper layer was the Cloud layer. When the number of
sensing devices increases considerably, problems such as the
processing time of time-critical IoT applications will increase
due to network congestion caused by offloading data to the
cloud and uploading data from many IoT generators, according
to [7].

Some authors have proposed a Fog computing-based
paradigm to diagnose diseases. Sood et al. [3] proposed Fog
based healthcare framework to identify and monitor hyperten-
sion attacks in human beings, and they used an artificial neural
network to predict hypertension.

Internet of Things and Fog Computing presented a real-
time deployment of an E-health system for monitoring the
health of older people [8]. They used the My signals HW V2
platform and an Android app as a fog server to collect phar-
macological and health parameters regularly. The parameters
were collected, evaluated, and cached before being sent to the
cloud via a specific REST API using the JSON data model.
Data distribution, communication, and management layers are
the three layers in the suggested design. The data distribution
layer makes use of MongoDB [8].

A decision support system for healthcare IoT was created
using soft computing and fog computing principles. The six
levels of the Fog computing architecture in the suggested
research [2] were the physical and virtualization layer, mon-
itoring layer, pre-processing layer, temporary storage layer,
security layer, and transport layer.

Ahmed et. al [9] has suggested another fog computing-based
healthcare monitoring system. The suggested system consisted
of three layers: a sensor network, a fog, and a cloud layer.
The sensor network layer contains a variety of sensors, such as
E.C.G. sensors, B.P. sensors, and temperature sensors. The fog
layer handled data security, compression, notification service,
data analysis, and local storage. The cloud layer handled big
data processing, ample data storage, and disease prediction.
One of the suggested technique’s primary drawbacks was that
it only applied to images.

For handling diabetic healthcare IoT data, David et al.
[10] compare cloud computing with edge/fog computing en-
vironments. The bottom layer comprises diabetic instruments
with sensors, while the intermediate layer includes intelligent
devices, hubs, routers, and gateways. The top layer, the Cloud
layer, contains all computing components.

Hassen et al. [5] created a real-time home hospitalization
system using the healthcare and environmental parameters of
five persons aged 56 to 61. The data was gathered using My
signal hw V2 in their proposed system, while android phones

and tablets used fog servers. The system’s main drawback was
that the dataset’s size was too small.

Several authors, Markus A et.al [11],Ashouri et al. [12],
Neha R K et.al [13], Mohan et al. [14] to mention a few,
conducted various analyses on the quality of simulators. They
claimed iFogSim was one of the best simulators accessible due
to its event-driven and open-source nature and implementation
language. According to Markus et.al [11], 63% of simulators
are event-driven and 70% of them are written in the language
java.

According to [12], iFogSim was the optimal tool for mod-
eling environments that demand faster response durations,
higher processing usage, and lower bandwidth and energy
consumption.

III. PROPOSED ARCHITECTURE

Four layers comprise a layered Fog-based semantic in-
teroperability approach in the Healthcare IoT, as shown in
Fig.1. In this architecture, physical layer devices such as
wearable sensors, implanted sensors, wireless and wired IoT
devices, environmental sensors, sensors attached to the human
body, and other intelligent healthcare IoT devices can transmit
sensed medical data to edge nodes along with their geospatial
locations. The physical layer includes unstructured EHR also.

The layer nearer to the physical layer is called the edge
layer. The edge layer often uses resources like mobile phones,
tablets, laptops, workstations, etc., as computing facilities. The
two computing modules in the edge layer are modules for
data granularity and modules for ontology integration. The
medical IoT data received from intelligent devices require
extra processing with the help of the UMLS ontology [15]
for storing and indexing the IoT medical data. The Data
Granularity module is in charge of processing IoT medical
data.

The processed data in the edge layer is transferred to
the fog layer, comprised of fog nodes designated as fog
gateways. These gateways served as a router, switches, and
other computational services, as well as providing storage.
Some fog gateways have been renamed Fog proxy, providing
communication with the cloud layer’s third layer. The sensors
on the human body collect data from individuals, which may
be used to analyze and diagnose various illnesses. After being
transformed into an intermediate format comprehensible by
all healthcare professionals, it can be readily translated to the
target formats, where the processed data is stored in the cloud.
In this case, the fog node serves as a link between the cloud
and the end devices.

Smartphones, tablets, or desktops PC can act as fog gate-
ways. The computational and storage capacities of these
devices are limited. The sensed data from the physical layer is
transmitted to the cloud for additional processing and calcula-
tion after the initial essential computation. Every hospital has
one or more fog nodes, which send the analyzed data to the
cloud. If the caregiver needs access to previous data, the fog
node may get it from the cloud and make it available. Suppose
a caregiver needs medical information from another hospital.
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Fig. 1. Fog-based Integrated HIoT Architecture.

In that case, the fog node can retrieve the intermediate form
from the cloud and send it to the caregiver, who can decode
it into the necessary format. All data packets received are not
transmitted to the cloud computing module; only applications
with time flexibility are routed to the top levels.

The cloud can translate medical data collected from nu-
merous fog nodes into an intermediate format to maintain
interoperability. It may store the processed data for a more
extended period. Latency can be decreased because the initial
processing is done on the fog node.

IV. IMPLEMENTATION

The proposed system is implemented using the simulator
ifogsim2.0 [16] and the National Library of Medicine’s On-
tology UMLS [17].

Fig.2 depicts a sample simulation result. The physical
devices read three types of input data: IoTMD data, EHR

TABLE I
SAMPLE IOTMD DATA

Age 12 yrs Allergies Vancomycin
28-04-2021 7.30 A.M 8 A.M 8.30 A.M 9 A.M
Fentanyl 15mcg 40
Midazolan 0.9mg 0.7mg
Paracetamol 0.5mg 0.5mg
O2
SPO2 98 96
EtCO2 4 3.8
Temperature(F) 99.3 99.3 100.3
Pulse 80 80 80 93

data, and a combination of the two. A sample IoTMD data
and IoTMD matrix is shown in Table I and II respectively.
In iFogsim, sensors serve as input devices. The input data
is first sent to physical layer devices for pre-processing. The
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Fig. 2. A Sample Simulation Result.

pre-processed data is subsequently sent to the fog devices con-
taining the semantic interoperability module. The fog devices
generate an intermediate form (Healthcare Sign Description
Framework), which is subsequently sent to the cloud devices
to be stored. Sensors and actuators serve as physical devices
in iFogsim. Fog devices include cloud devices, proxy servers,
fog devices, and edge devices. Different levels are utilized to
identify these devices. Level-1 fog devices are renamed cloud
devices, level- 2 fog devices are referred to as proxy servers,
level-3 fog devices are referred to as fog devices themselves,
and level-4 fog devices are referred to as edge devices. In
iFogsim, any number of physical and fog devices are possible.

iFogsim also has the ability to add an eternal database to the
system. The domain ontology UMLS is used as an external
database in this case. The modules of edge and fog devices
process using the UMLS ontology. The external databases can
be created as events in the controller class or in the main
function. Using the main function, we can also store all of the
data obtained after the simulation in the database. Here we
created an external database UMLS in the application’s main
function.

The medical concepts are identified by the concept process-
ing algorithm represented in [18]. After resolving the linguistic
issues, HSDF(Health Sign Description Framework) creation
microservice is called. HSDF creation algorithms specified in
the article [19] are used to create healthcare signs.

A. Configuration Environment

1) Duration of the experiment: 35000seconds

TABLE II
IOT MD MATRIX GENERATED FROM THE AUTOMATA

UHID TimeStamp item Value
253657 28/04/2021 7.30 A.M Temp 99.3
253657 28/04/2021 8.30 A.M Temp 100.3
253657 28/04/2021 7.30 A.M Pulse 80
253657 28/04/2021 9 A.M Pulse 93
247589 28/04/2021 7.30 A.M Temp 102
357426 28/04/2021 7.30 A.M Temp 100.4

253657 28/04/2021 7.30 A.M Food intake
Idly 20gm

247589 28/04/2021 8.30 A.M Urine Output 0.5litre

TABLE III
CONFIGURATION PARAMETERS.

Parameters Cloud Proxy Fog Edge
Count 8 4 16 52

Speed(in MIPS) 2000-2500 2000-2500 2000-2500 400
RAM(GB) 16 16 8 2

Uplink(Mbps) 80 20 80 150
Downlink(Mbps) 80 40 130 200

Busy Power(MW) 106.223 106.223 106.223 67.56
Idle Power(MW) 82.34 82.34 82.34 61.78

2) No of location change events: 98
3) Network architecture: heterogeneous
4) Deployment: Grid and Uniform
5) No of patients in one cluster: 10
6) No of biosensors in one cluster: 48

An Intel Core 2 Duo CPU operating at 2.33 GHz, 16 GB of
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Fig. 3. Simulation Time

Fig. 4. Migration Time of Application Module.

RAM, and iFogSim 2.0 are used to execute the simulations.
Table III provides the configuration parameters. Healthcare
sensors can operate in three modes: sustained, sleep-awake,
and periodic. When a patient is in a critical care unit, in
an emergency, or has surgeries or procedures, the patient’s
operating mode is set to Sustained. Sleep Awake mode is set
when the person is in a normal situation. Sensors are set to
Periodic mode when health data is required on demand.

For the model simulation, three separate datasets are used.
The first is structured EHR data, the second is data from
IoT medical devices, and the third combines both. IoT MD
data set is generated from the patients residing in 25 different
states of India. For each user, we create smartphones as a
gateway. Through tier-1 nodes in the Fog layer, the gateway
may connect with tier-0 nodes in the cloud layer. We use the
fractional selectivity of the input-output relationship with a
module set to 1.0 [16]. Cloud-centric, non-hierarchical, and
intra/inter-cluster migrations are the migration methodologies
employed.

The Clustering class implemented in IFogSim can be used to
cluster Fog nodes in order to improve storage and computing
capacity. The IoT MD data set comprises the locations of each
Fog node; locations are parsed using the data parser class.
Each node can access information about its neighboring nodes’

communication range, storage and computing capacity, and
bandwidth.

V. RESULTS AND DISCUSSION

Fig. 5. Network usage during migration.

Fig. 6. Average Delay.

We assess simulation time, migration time of application
modules, network usage during migration, and average delay
to evaluate the performance of the proposed system. Simula-
tion time is the period between the submission of the document
to the creation of the intermediate form. Simulation time is
shown in Fig.3. Simulation time is less for the documents that
contain data ”only from IoT Medical devices,” while simulation
time for documents that contain only EHR data is much more.
It is maximum for the documents that contain both.

We use migration time and network usage to assess the
performance of mobility schemes in different clustering envi-
ronments. In all three methods (cloud-centric, non-hierarchic,
and inter-cluster), the random mobility scheme has higher
migration time and network usage than the directional mobility
scheme. The migration time of microservice modules using
random and directional mobility strategies is illustrated in
Fig.4.

Network bandwidth usage during random and directional
microservice migration is displayed in Fig.5. During the cloud
migration, numerous fog nodes and gateways are engaged
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in the cloud-centric strategy, consuming more network band-
width. As the number of intermediary Fog nodes during the
migration process is reduced, the intra and inter-cluster strat-
egy saves network utilization. The non-hierarchical approach
has fewer network resources than the other two techniques.
Random mobility scheme has more network bandwidth than
directional mobility in all three systems. The network load
increases as the number of healthcare IoT devices linked to the
human body grows. The increased usage of networks for cloud
environments can cause network congestion and application
performance deterioration. The use of fog nodes can minimize
network traffic. If fog computing is implemented, a similar
issue can be averted.

In iFogSim2, three different placement algorithms are used:
Edgeward, SMP No Clustering, and SMP Clustering. The
Edgeward placement technique solely addresses vertical place-
ment, ignoring horizontal scalability and clustering among
Fog nodes, and SMP No clustering uses horizontal scala-
bility instead of clustering the fog nodes. The SMP cluster-
ing technique uses iFogsim2’s microservice orchestration and
clustering functionalities. Fig.6 demonstrates that the SMP-
clustering placement approach has the shortest average latency.

VI. CONCLUSION AND FUTURE SCOPE

Healthcare data is available in various forms, languages, and
representations depending on the organization. Semantic inter-
operability is one of the most significant research issues in the
healthcare business. As medical data is so large, most hospitals
store it in the cloud. However, network congestion and overall
performance delay are present in a cloud environment.

This article proposes a semantic interoperability solution for
healthcare IoT in the fog environment. The proposed system
uses structured and unstructured medical documents as input,
and the proposed method uses an ontology UMLS developed
by the National Library of Medicine(NLM). As a result of its
observations, the proposed fog-based semantic interoperability
model reduces latency and network congestion.

We intend to adapt the SI model to the dew computing
paradigm in the future, as dew computing is better suited to
real-time applications with minimal latency.
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Abstract—Polycystic ovary syndrome (PCOS) is a common
hormonal disorder that impacts women during the reproductive
period. The accurate diagnosis of PCOS is challenging due to
its wide spectrum of presentation. Machine learning has the
potential to play a significant role in the early detection and
diagnosis of PCOS. In this paper, we present a machine-learning
approach for the early detection of PCOS. We used demographic
data to train a machine-learning model and the model was able
to achieve high accuracy in detecting PCOS. This can help in
identifying the subtle changes in hormones and other biomarkers
that are indicative of PCOS. We also discussed the importance of
data scaling and normalization in machine learning to improve
the model’s performance. Our results show that machine learning
can be used as an effective tool for the early detection of PCOS
and can aid in accurately diagnosing this disorder. However, it
will exponentially increase the effective medication for diagnosis
of PCOS. Additionally, machine learning should be used as an
adjunct to clinical examination, hormonal assays, and ultrasound.

Index Terms—Demographic data, Harmonal Disorder, Ma-
chine Learning, Normalization, Polycystic ovary syndrome

I. INTRODUCTION

PCOS is a common hormonal disorder that primarily affects
women of reproductive age. Early detection of PCOS is impor-
tant because it can lead to early treatment and management of
the condition. PCOS symptoms include irregular menstruation,
excessive hair growth, acne, and obesity. PCOS can also
be diagnosed through physical examination, such as pelvic
ultrasound and blood tests measuring hormone levels [1]. A
definitive diagnosis of PCOS is usually made when at least two
criteria are met: irregular periods, clinical or biochemical signs
of hyperandrogenism, and polycystic ovaries. If you suspect
you have PCOS, you must visit a healthcare provider for
proper diagnosis and treatment.

Machine learning is a relatively new technology that has
been applied to the early detection of polycystic ovary syn-
drome (PCOS). It is a type of artificial intelligence that
enables computers to learn and predict based on data. Machine
learning algorithms can be trained on large datasets of patient
information, such as ultrasound images, hormone levels, and
demographic data, in the context of PCOS to identify patterns
and predict a patient’s likelihood of having PCOS Fig.1.

Fig. 1: Block Diagram representation of Polycystic Ovary
Syndrome Diagnosis using Machine Learning

It could aid in the early detection of PCOS [2]. Several stud-
ies have been conducted in recent years to develop machine-
learning models to detect PCOS early [2].

These studies have used various techniques such as nor-
malization, scaling, correlation, feature extraction, and classi-
fication to improve the accuracy of PCOS diagnosis. Scaling
and normalization are techniques used in machine learning
to preprocess data and ensure that input values are within a
consistent range. These techniques can improve the perfor-
mance of machine learning models by making the input data
more consistent and easier for the model to process [3]. For
example, one study used a deep learning algorithm to analyze
ultrasound images of the ovaries and achieved high accuracy
in detecting PCOS. Another study used demographic data and
hormone levels to predict PCOS with an accuracy of over
90% [4]. However, it’s important to note that these studies
are still in the early stages, and more research is needed to
validate the use of machine learning in the early detection of
PCOS in clinical practice. Additionally, machine learning is
not a substitute for traditional diagnostic methods and should
be used as an adjunct to clinical examination, hormonal assays,
and ultrasound.

In the context of Polycystic ovary syndrome (PCOS), corre-
lation can be used to identify relationships between different
variables and their impact on the development and progression
of the disorder. By identifying these correlations, researchers
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TABLE I: Literature Survey

Authors Techniques Used Summary Limitations
Bhat, S. A.
(2021) [5]

J48, Random Forest, and
Bagging

In this study, decision tree algorithms such as J48, Random
Forest, and Bagging were used to predict PCOS. The authors
found that Random Forest performed best in terms of accu-
racy and sensitivity.

Many machine learning studies in the
field of medicine suffer from small
sample sizes, which can impact the
generalizability of the results.

Nabi, N. (2021)
[6]

K-nearest neighbors, de-
cision tree, support vec-
tor machine, and artificial
neural networks.

In this study, several machine learning algorithms such as K-
nearest neighbors, decision tree, support vector machine, and
artificial neural networks were compared to predict PCOS.
The authors found that artificial neural networks performed
best in terms of accuracy.

The machine learning model have per-
formed well on the training data but
poorly on the test data, indicating over-
fitting to the training data.

Ahmetaevi, A.
(2022) [7]

Artificial neural networks In this study, an artificial neural network (ANN) was trained
and tested on a dataset of 517 patients to predict PCOS. The
authors found that the ANN had good accuracy for PCOS
prediction.

Only ANNs were considered and no
comparison with other algorithms.

Danaei Mehr, H.
(2022) [8]

Hybrid machine learning
approach (decision tree
and support vector ma-
chine algorithms).

In this study, a hybrid machine learning approach was devel-
oped using a combination of decision tree and support vector
machine algorithms to predict PCOS. The authors found that
the hybrid approach performed better compared to individual
algorithms.

The sample may not be representative
of the population as a whole, leading to
biased results.

Aggarwal, S..
(2023) [9]

Support vector machine
and decision tree algo-
rithms.

In this study, both support vector machine (SVM) and deci-
sion tree algorithms were used to predict PCOS. The authors
found that SVM performed better compared to decision tree
algorithms.

Small sample size and limited algo-
rithms considered.

and healthcare providers can better understand the underlying
causes of PCOS and develop more effective methods for
predicting, diagnosing, and treating the disorder. Correlation
is a statistical measure that describes the relationship between
two or more variables in a dataset Fig.2. However, it is
worth noting that correlation does not imply causality, and
further research is needed to establish the causality of these
relationships [10].

Ensemble-based machine learning techniques, such as Ran-
dom Forest and Extra Trees classifiers, have been used to
predict Polycystic ovary syndrome (PCOS). These techniques
involve combining multiple decision trees to improve the
accuracy and robustness of the model. Random Forest is
an ensemble technique that builds multiple decision trees
and combines them to make a final prediction. It works by
selecting a random subset of features for each tree and then
averaging the predictions of all the trees in the forest [11].
This technique can reduce the overfitting of individual decision
trees and improve the model’s overall accuracy. The extra
Trees classifier is similar to Random Forest, but it uses even
more randomization to select features for each tree. As a result,
it can lead to more diverse decision trees and a more robust
model overall.

II. BACKGROUND

A common endocrine condition that affects women of
reproductive age is polycystic ovary syndrome (PCOS). It
is characterized by symptoms, including irregular menstrual
cycles, hyperandrogenism (elevated levels of male hormones),
and multiple small cysts on the ovaries.

A. History behind Polycystic Ovary Syndrome

Among women of reproductive age, polycystic ovary syn-
drome (PCOS) is a typical endocrine condition. The first
description of a condition resembling PCOS was made in the
early 1700s by an Italian physician, Antonio Vallisneri, who

observed enlarged ovaries with multiple small cysts in women
with infertility. In the early 1900s, German gynecologist Karl
von Rokitansky described a similar condition: ”polycystic
ovary disease.” In the 1930s, American endocrinologist Irving
Stein and gynecologist Michael Leventhal coined the term
”polycystic ovary syndrome” to describe the complex of
symptoms, including irregular periods, excess androgen (male
hormone) production, and the presence of multiple small cysts
on the ovaries [12]. However, it wasn’t until the 1990s that
PCOS was widely recognized as a common disorder, and
research on the condition has continued to this day.

Polycystic ovary syndrome (PCOS) prediction using ma-
chine learning has been an active area of research in recent
years. A few studies are worth mentioning :

Zhang et.al (2021) aims to use Raman spectroscopy and
machine learning algorithms to screen polycystic ovary syn-
drome (PCOS). The authors performed Raman spectroscopy
on both follicular fluid and plasma samples and used machine
learning algorithms to analyze the resulting spectral data. The
algorithms were trained on samples from women with and
without PCOS to identify features associated with the disease.
Their approach can potentially serve as a non-invasive method
for PCOS screening. The study by Zhang et al. (2021) is a
preliminary study, and further research is needed to validate
the results and assess the clinical utility of this approach [13].
Silva et al. (2022) aim to identify new phenotypes of polycys-
tic ovary syndrome (PCOS) using machine learning models
and to evaluate the relationship between these phenotypes and
clinical and laboratory variables. The authors used machine
learning algorithms to analyze data from a cohort of women
with PCOS, including demographic, clinical, and laboratory
variables, to identify subgroups or phenotypes within the
population. This study is a preliminary exploration of the use
of machine learning algorithms in the study of PCOS, and
larger, more comprehensive studies will be needed to validate
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Fig. 2: Demonstrating the relationship between the attributes: Correlation Matrix

the results and determine the clinical utility of this approach
[14]. Bharati et.al (2020) presents a study using machine
learning algorithms to diagnose polycystic ovary syndrome
(PCOS). The authors collected data on demographic, clinical,
and laboratory variables from a cohort of women and used
machine learning algorithms to develop a model for the
diagnosis of PCOS. This study is a preliminary exploration of
the use of machine learning algorithms in diagnosing PCOS,
and larger, more comprehensive studies will be needed to
validate the results and determine the clinical utility of this
approach [15].

These studies suggest that machine learning can be a useful
tool for predicting PCOS. However, more research is needed to
confirm the results and to explore other algorithms and larger
sample sizes.

B. Types of Polycystic Ovary Syndrome

Polycystic ovary syndrome (PCOS) is a complex disorder
that affects the ovaries and can present with a wide range of
symptoms. There are several types of PCOS, and it’s important
to note that not all women with PCOS will have the same
symptoms or test results. 1. Classic PCOS: This type of PCOS
is characterized by multiple cysts on the ovaries, irregular
periods, and high levels of androgens (male hormones) such as
testosterone. 2. Ovarian Androgen Excess: This type of PCOS
is characterized by high levels of androgens, with or without
multiple cysts on the ovaries [16]. 3. Insulin-Resistant PCOS:
This type of PCOS is characterized by insulin resistance and
obesity, with or without multiple cysts on the ovaries. 4.
Inflammatory PCOS: This type of PCOS is characterized by an
increased inflammation marker in the blood and is associated
with a higher risk of metabolic complications such as diabetes

and cardiovascular disease. 5. Hidden PCOS: This type of
PCOS is characterized by PCOS-related symptoms but with
normal ovaries on ultrasound. It’s important to note that some
women may have a combination of these types of PCOS,
and the diagnosis of PCOS often depends on the presence
of certain symptoms, physical examination, hormonal levels,
and ultrasound findings [17].

C. Causes for Polycystic Ovary Syndrome

The exact cause of polycystic ovary syndrome (PCOS) is not
fully understood. However, it is thought to be a combination
of genetic, hormonal, and environmental factors [8]. Some
proposed causes of PCOS include 1. Insulin resistance: Many
women with PCOS have high levels of insulin, a hormone that
regulates blood sugar. High insulin levels can lead to increased
androgen (male hormones) production by the ovaries, which
can contribute to developing PCOS symptoms [18]. 2. Hor-
monal imbalances: PCOS is characterized by an imbalance in
the levels of certain hormones, such as luteinizing hormone
(LH) and follicle-stimulating hormone (FSH). It can lead to
ovulation problems and the formation of cysts on the ovaries.
3. Genetics: PCOS tends to run in families, which suggests that
there may be a genetic component to the disorder. Studies have
identified several genes that may be associated with PCOS. 4.
Environmental factors: Environmental factors such as obesity,
poor diet, and lack of physical activity can also play a role in

developing PCOS. It’s important to note that not all women
with PCOS will have all of these risk factors. Additionally,
some women may develop PCOS without any known cause
[19].
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Fig. 3: a)Pattern of weight gain (BMI) over years in PCOS and Normal , b)Length of menstrual phase in PCOS vs normal,
c)Pattern of endometrium over years in PCOS and Normal, d) Pattern of marriage status over years in PCOS and Normal,
e)Pattern of TSH over years in PCOS and Normal , f)Pattern of Pregnancy over years in PCOS and Normal

D. Symptoms of Polycystic Ovary Syndrome

Polycystic ovary syndrome (PCOS) is characterized by a
combination of symptoms that can vary from person to person
as shown from the analysis in Fig.3. However, some of the
most common symptoms of PCOS include the following: 1.
Irregular periods: Women with PCOS may have infrequent,
irregular, or heavy periods due to hormonal imbalances. 2.
Excess hair growth: PCOS can cause an increase in the
production of male hormones, which can lead to excess hair
growth on the face, chest, back, and other body parts. 3.
Acne: Hormonal changes in PCOS can also lead to acne and
other skin problems. 4. Obesity: Obesity and weight gain are
common in women with PCOS due to the hormonal imbal-
ances and insulin resistance associated with the condition.
5. Infertility: PCOS can affect ovulation, making it difficult
for women to conceive. 6. Headaches: women with PCOS
can experience headaches as a symptom. 7. Depression and
anxiety: women with PCOS can experience depression and
anxiety as symptoms [20]. It is worth noting that some women
may have mild symptoms or no symptoms at all. Therefore,
it’s important to consult a healthcare provider if you suspect
you have PCOS.

III. EXPERIMENTAL SET UP

A. Data Collection

The data for predicting PCOS (polycystic ovary syndrome)
using ensemble-based methods, is collected across 10 dif-
ferent hospitals from Kerala,India on various physiological
and demographic characteristics of patients diagnosed with
the condition. It includes hormone levels, body mass index,
age, and family medical history. The experiment also needs
a control group of patients without PCOS to compare the
data. The data collected is standardized in a systematic way
to ensure that it is accurate and can be used to train your
ensemble models. The data is cleaned and preprocessed before
being used for model training.

B. Data Pre-Processing

1) Normalization: Normalization is a technique used in
machine learning to adjust input data values so that they fall
within a specific range, typically between 0 and 1. It is also
known as Min-Max Scaling. This technique is used when the
data has a large range of values, such as with data that includes
very large and very small numbers. The normalization process
involves transforming the data by subtracting the

minimum value and dividing it by the range, resulting in
a new set of values between 0 and 1. It can be expressed
mathematically as (x-min) / (max-min), Where x is the original
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Fig. 4: Confusion Matrix (Clockwise: FP, TN, FN, TP) for a)RandomForestClassifier , b)ExtraTreeClassifier, c)ADA Boost, d)
Gradient Boost, e) XGBosst

value, min is the minimum value of the dataset, and max is the
maximum value of the dataset. Normalization can improve the
performance of machine learning models by making the input
data more consistent and easier for the model to process. It
can also help to prevent certain machine learning algorithms
from being sensitive to the scale of the input data, which
can produce poor results if the input data is not properly
normalized. It’s important to note that normalization should
only be applied to data that is not already in a range between
0 and 1 and should not be applied to binary data (0,1) or
categorical data.

2) Scaling: Data scaling is a technique used in machine
learning to adjust input data values so that they fall within a
similar range. It is important because many machine learning
algorithms are sensitive to the scale of the input data and
can produce poor results if the input data is not properly
scaled. Several data scaling techniques can be used in machine
learning, including 1. Min-Max Scaling: Also known as nor-
malization, this technique scales the data so that all values fall
between 0 and 1. It is often used when the data has a large
range of values, such as with data that includes very large
and very small numbers. 2. Standardization: This technique
scales the data with a mean of 0 and a standard deviation
of 1. It is often used when the data does not have a well-
defined range, such as with data that is normally distributed. 3.
Robust Scaling: This technique is similar to Min-Max Scaling,
but it considers the data outliers. It is used when the data set
has outliers that can affect the overall scaling. 4. Logarithmic
scaling: This technique is used when the data set has a skewed
distribution; it can help balance large values’ effect on the
dataset. Overall, the concept of scaling a dataset in machine
learning is to preprocess the data to ensure that the input
values are within a similar range; this can improve the model’s
performance and make it more robust to variations in the data.

C. Model Selection
Ensemble methods are techniques that combine multiple

models to improve the performance of predictions. Some
popular ensemble methods for PCOS detection include:

• Random Forest: An ensemble method generates a set
of decision trees and selects the mode of classification
(classification) or mean prediction (regression) of the
individual trees. The formula for Random Forest is:

RF (X) = mode(T1(X), T2(X), ..., Tn(X)) (1)

Where RF is the Random Forest model, X is the input
data, and T1, T2, ..., and Tn are the individual decision
trees.

• Extra Trees Classifier: It is an extension of Random
Forest, where each tree is grown using random subsets of
both features and samples. The formula for Extra Trees
Classifier is similar to Random Forest.

• XGBoost is an optimized version of the Gradient Boost-
ing algorithm for classification and regression problems.
XGBoost stands for ”Extreme Gradient Boosting” and
uses a gradient descent algorithm to minimize the loss
function. The formula for XGBoost is:

F (X) = F (X) + ∗ h(X) (2)

where F(X) is the current model, is the learning rate,
and h(X) is the new decision tree added to the model.

• AdaBoost: It is a boosting algorithm that adapts to the
difficulty of the training instances. It works by weighting
the instances, putting more weight on difficult-to-classify
instances. The formula for AdaBoost is:

F (X) = F (X) + ∗ h(X) (3)

where F(X) is the current model, is the weight of the
new classifier, and h(X) is the new decision tree added
to the model.

• Gradient Boosting: It is an ensemble method that creates
a collection of decision trees, where each tree is grown
using the gradient descent algorithm to minimize the loss
function. The formula for Gradient Boosting is similar to
XGBoost.

IV. RESULTS AND DISCUSSIONS

The results of this study indicate that machine learning-
based ensemble methods can effectively diagnose and predict
Polycystic ovary syndrome (PCOS). When compared to tra-
ditional methods, the ensemble models achieved high accu-
racy, precision, recall, and F1-score. Furthermore, ensemble
methods improved the predictions’ robustness by reducing the
models’ variance and bias. In terms of the specific ensemble
methods used, the results showed that Random Forest, Extra
Trees Classifier, XGBoost, AdaBoost, and Gradient Boosting
all performed well for PCOS detection. However, it was found
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TABLE II: Performance of Ensemble Based Machine Learning
Algorithms

Algorithms Accuracy Precision Recall F1-
Score

RandomForest 94.0% 94.0% 97.0% 95.0%
ExtraTreesClassifier 94.0% 97.0% 94.0% 95.0%
XGBoost 92.0% 95.0% 93.0% 94.0%
GradientBoost 91.0% 92.0% 95.0% 93.0%
AdaBoost 91.0% 93.0% 93.0% 93.0%

that Rabdom Forest and Extra Tree Classifier had the highest
accuracy of 94% and performed the best overall performance.

In terms of feature selection, it was found that clinical and
demographic features such as age, body mass index (BMI),
and hormonal levels were the most relevant for PCOS detec-
tion. Additionally, using a combination of features resulted in
better performance than using individual features. Followed
by, In terms of model optimization, fine-tuning the parameters
of the ensemble models and experimenting with different
ensemble methods and combination strategies improved the
performance of the models in which Random Forest and
Extra Tree Classifier were found to be the best-performing
ensemble methods for PCOS detection. Additionally, the study
has shown that clinical and demographic features and model
optimization are key factors in achieving good performance
for PCOS detection.

V. CONCLUSION

Machine learning-based ensemble methods have been pro-
posed as a promising approach for diagnosing and predicting
PCOS. The combination of multiple models, such as decision
trees, random forests, and neural networks, can improve the
accuracy and robustness of the predictions. This research
has highlighted the methodology of using machine learning-
based ensemble methods for PCOS diagnosis and prediction,
including data preparation, feature selection, model selection,
model building, model evaluation, and model optimization. It
has also presented an overview of several popular ensemble
methods, including Random Forest, Extra Trees Classifier,
XGBoost, AdaBoost, and Gradient Boosting. Furthermore,
the evaluation metrics such as accuracy, precision, recall, F1-
score, and other parameters have been discussed. Though the
preliminary research shows enormous potential for the early
prediction of PCOS, yet it will be a replacement for Doctors.
However, it will exponentially increase an effective medication
for the diagnosis of PCOS.
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Abstract—Limb loss is a condition of loss of either upper limbs,
lower limbs, or both. Even though there are several reasons, limb
loss can be caused primarily due to vascular issues, trauma, or
even due to cancer. It is occurring more frequently than expected.
For many people suffering from limb loss, it is hard to rediscover
their capabilities and limits. It also forms the reason for several
issues like depression. A primary solution to tackle this hurdle
is the use of prostheses. But, just some prostheses won’t be of
any good. It should be able to understand the movement and
implement it perfectly, as the inability to do so might even
lead to even fatal situations. In this paper, an idea for hand
gesture classification for amputees suffering from upper limb
loss, with the help of sEMG signal is being discussed. This sEMG
signal data obtained was applied to several normal classifiers like
SVC Classifier, KNN Classifier and Decision Tree Classifier, and
ensemble learning classifiers like Random Forest Classifier, XG
Boost classifier, and Voting Classifier and their performances
were analyzed. The best performance was an accuracy of 88%,
which was obtained for the Voting classifier, with SVC being the
best performing model used for it

Index Terms—sEMG signal, Random Forest Classifier, Support
Vector Machine Classifier(SVC), KNN Classifier, XG Boost,
Decision Tree Classifier, Voting Classifier, Grid Search, and
Ensemble Learning.

I. INTRODUCTION

Limb loss is a condition of loss of either upper limbs, lower
limbs, or both. There are primarily three reasons for limb loss.
Vascular diseases like diabetes, amputation caused by acci-
dents and traumas, and amputation due to cancer [1], [2], [3].
Amputees usually are travelling through several physical and
emotional issues day to day due to their inability to do their
basic activities, not knowing their limit of capability, depres-
sion over them being a burden to others, financial hardships,
etc. So it is an extremely important thing to find a solution for
this situation which will help them to live a life like normal
people to an extent. Prosthesis is the primary solution that can
solve this issue. Artificial limbs can help them overcome their
issues and hurdles. Though there are several works happening
in this field, no one was able to get to the intended level. This
is one of the primary reasons which motivated us to work in
this field. The primary objective while designing an efficient
prosthetic is that it should be able to accurately predict the
motion or movement intended by the amputees and to correctly

implement it. So there is a need of a medium that can easily
help in predicting what kind of movement the person intends
to do and it should also be easy and fast to interpret. That is
where the case of Electro Myograpghy(EMG) signal comes
into action. The surface electromygraphy (sEMG) signal is
the electrical signal formed due to muscular activities. It has
a direct correlation with muscle activity and exercise level
[4]. Its principal energy is concentrated between the 0Hz and
500Hz frequency region, and its amplitude typically ranges
from 0.01mV to 10mV. In order to use this for prosthesis, first
it should be analyzed which machine learning model is the
least resource(computation time, prediction, etc.) consuming
and gives the fastest and most accurate result.

This paper deals with the implementation of a model for
Hand gesture recognition based on the sEMG signals obtained
from different subjects and analyses its performance in several
machine learning models, including some ensemble learning
techniques. Section 2 of the paper deals with the Literature
review on the topics, where previous works done on the topic
were analysed and better solutions were even considered for
the work. Section 3 deals with the Proposed Design, which
deals with implementation of the model were the selected
dataset is pre-processed, feature extracted and then applied
to the selected models in order to train them. Section 4 deals
with the result of the implementation and its analysis. Section
5 is the final conclusion of the paper and the possible future
expansions.

II. LITERATURE REVIEW

Several works has been happening in the this topic for years.
It can be see in some works [6] [8] [9] [10] [13] [14] [15],
that Deep learning methods are the most preferred among
the researchers due to its better performance and accuracy.
Among the Deep learning methods used, the most prominant
one is the ANN. In a review paper [8], it has been pointed
out that ANN is indeed showing better performance than
other deep learning methods for employing in hand gesture
classification and human computer interaction. HMM also
yields satisfactory recognition results. It can be several other
deep learning methods are also being utilised like in [14] a
multi stream residual network(MResLSTM) is being used. [8]
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suggests other methods like BPNN, LSTM, Bayes Network,
etc.

In some research works [16], [10], it can be seen that Deep
learning methods methods aren’t the only means considered.
Normal classifiers and ensemble learning techniques are also
being used for research and are also showing promising results,
though not the level of Deep learning methods. In a study
[10], new model for describing has been put forward, which
utilizes statistical properties of subband elements followed by
the breaking down of seven levels of DWT(Discrete Wavelet
Transform). It is a novel combination of DWT with the Bag-
ging ensemble model. In a work [16], the ensemble classifiers
trained and tested using feature vectors created from time-
domain features from raw EMG signals and their performances
were analysed.

In some works [6], [7], [9], [16], several feature extraction
schemes or techniques were used to improve the performance.
In a research work [6], CNN was employed for the purpose
of feature extraction. In a study, [7], feature extraction is
done with the help of the Advanced Energy Kernel-based
Features(AEKF) Technique which utilises both time and fre-
quency domain features of EMG signal. Comparing with the
methods observed in the paper, the technique is showing
significant improvement in terms of rate of pattern recognition,
time for computation, etc. In a work [9], first a feature
extraction was done on a dataset using reflected constraints.
These features capture the frequency properties of the EMG
signals.

In a research work [6], both unsupervised and supervised
learning techniques were used for recognising hand gestures.
Unsupervised learning algorithms like modified Fuzzy C-
Means(FCM) and subtractive clustering are the techniques
utilized to group gestures as clusters, each containing more
than one gesture. A two-stage classification is done on the
clusters, top stage classifier splits the data into three clusters,
and sub-classifiers are employed to distinguish between the
gestures in each cluster.

In a study [7], the feature-extracted dataset was applied
to several normal classifiers like SVM, KNN, etc. and their
performance was analyzed. In another research work [9], the
feature extracted data has been applied performance Extreme
Value Machine(EVM) and seven other classifiers to analyze
their performance and EVM showed superior performance.

In a study [11], the author proposed an improved framework
which identified the features that impacted pattern recogni-
tion. The work provides several spectral moment based and
inter channel correlation based features which results in its
improved performance.

In a work [12], a study on the effects of EMG data’s
temporal and spatial features were given to the classifier and
its offline performance and correlations were analyzed. The
impact of window overlap, number of electrode channels and
analysis window length on the accuracy of classification and
their correlations were thoroughly investigated.

In a research work [13], it was demonstrated that transfer
learning is possible between different domains like electroen-

cephalography and electromyography.
Even though Deep learning methods are showing better

performance in the case of sEMG signal classification, the
hard implementation of such methods is extremely difficult.
Moreover, it can also be seen that studies done on ensemble
learning techniques are also comparatively low. So, in this
paper, it is intended to:-

1) Analyse the performance of different classifiers (other
than deep learning methods) for sEMG classification.

2) Checking the performance of Ensemble learning tech-
niques and finding which type is performing the best.

3) Finding which all models to be added in ensemble
learning methods to improve their performance.

III. PROPOSED DESIGN

In this work, analysis of different Machine learning models
for sEMG-based Hand gesture recognition is intended to be
done and also to find which method is most suited for it. For
this, an EMG signal dataset available in Kaggle is selected.
Then, pre-processing and feature extraction is done on the
dataset to make it model-friendly and also to improve the
performance of the model. The data is then split into train
and test data. The processed dataset is then applied to several
classifier models and their performance is analyzed for both
train and test datasets. Based on the analysis, the model with
better performance and ease of computation is selected.

There are six classifier models considered for this analy-
sis. Three of them were normal classifiers, Support Vector
Machine Classifier(SVC), KNN Classifier and Decision Tree
Classifier. A Linear SVC’s (Support Vector Classifier) goal is
to split or categorise the input data into a ”best fit” hyperplane
by fitting the data. The next step is to feed some features
to the classifier after obtaining the hyperplane to determine
what the ”predicted” class is. The KNN algorithm stores all
of the information that is available and categorises a new data
point based on similarity (euclidean distance). A Decision Tree
Classifier, is a machine learning algorithm, which converts its
dataset into a tree-like structure which helps to classify the
dataset.

Along with this three ensemble learning classifier models
were also used to analyze the performance of ensemble learn-
ing in sEMG signal classification. They are Random Forest
Classifier from Bagging, XG Boost Classifier from boosting,
and Voting Classifier. Random Forest classifier is a machine
learning algorithm which incorporates the ensemble logic to
classify data items. It makes use of multiple decision trees
and combines the results altogether to generate the correct
prediction. XG Boost is an example of boosting ensemble
modeling, a method that aims to create a strong classifier out
of many weak classifiers. By adding weak models in series,
a model is constructed and the successive model is used to
correct the errors of its predecessor. A Voting Classifier trains
on an ensemble of numerous models and gives a class(output)
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Fig. 1. Overall Architecture

based on the maximum number of votes obtained. There
are hard voting and soft voting, of which hard voting is used
here.

Gridsearch [5] is a hyper-parameter selection method. It
conducts an exhaustive search over specified parameter values
for an estimator(model). Cross-validated grid-search is used
to refine the estimator’s parameters over a parameter grid. In
this way, the hyper-parameter tuning becomes more efficient
than the Trial and Error or Brute force method. The method
is applied to all models in order to get their best performance.

A. Dataset
The dataset was obtained from Kaggle as a .csv file. There

are 11 columns in the dataset [17].
The patterns were recorded by using a MYO Thalmic

bracelet by the user at his/her forearm, which was then
transmitted to the PC with a bluetooth receiver. Eight sensors
evenly placed around the forearm are built inside the bracelet,
and they simultaneously collect myographic signals, which is
transferred to PC with the help of Bluetooth interface. The
dataset shows 36 subjects’ raw EMG data while they made a
series of static hand gestures. Each subject performs two series
consisting of six or seven gestures each. The duration of each
gesture was 3 seconds, with a 3 second break in between each
gesture.

Description of raw datafile. There are 10 columns in the
datafile:
1) Time - in ms;
2-9) Channel - eight EMG channels of MYO Thalmic
bracelet;
10) Class –the label of the hand gesture:
Class 0 - unmarked data,
Class 1 - hand at rest,
Class 2 - hand clenched in a fist,
Class 3 - wrist flexion,

Class 4 – wrist extension,
Class 5 – radial deviations,
Class 6 - ulnar deviations,
Class 7 - extended palm (the gesture was not performed by
all subjects).

Fig. 2. Hand gestures

A ”label” column has been added to the dataset, that points
to the subject who has performed the gestures. There were 36
subject, who performed 7 gestures each twice.

X = Dataset
XC11= Output of subject 1 showing gesture Class 1

International Conference on Artificial Intelligence & Software Engineering (ICAISE 2023) Kochi 43



B. Data Pre-Processing

The first task was to check for null values and as there
wasn’t any we moved on to the next task, ie. taking value
counts of each classes. It can be seen that, Class 7 data is
extremely low compared to others as only two of 36 patients
are only performing it. So that column was dropped. Even
though there are several entries in Class 0, as it is unmarked
data, no relevant information is also obtained from it. So that
column is also dropped. By this step our pre-processing tasks
are done. So as the pre-processing works are completed, next
step is feature extraction.

C. Feature Extraction

Before feature extraction, a groupby function is used on
the dataset based on the subject and target performed by the
subject to group all readings at different instants of time at
each sensor. Taking into consideration all instances directly
into consideration will not be good for prediction. Now feature
extraction done by taking aggregated sEMG features of data
from each channel like minimum value, maximum value,
rms value, simple square integral(SSI), absolute differential
signal(ADS) and ptp value(range of values(max value - min
value)).

Min(XC11) = Mininmum(XC11) (1)

Max(XC11) = Maximum(XC11) (2)

Rms(XC11) =

√
1

n
×
∑

i

X2
C11i

SSI(XC11) =
N∑

i=1

X2
C11i

ADS(XC11) =
N∑

i=1

|XC11i |

PtpV alue(XC11) = [Max(XC11)−Min(XC11)] (6)

Earlier the dataset consisted of 10 columns and approxi-
mately 2.5lakh entries. By doing this extraction process it was
able to successfully convert the 2.5 lakh entries to 216 rows
and 50 columns with six values for each sensor grouped for
each subject and each action. Now the dataset is ready for
training.

D. Training the Model

Now moving on to the major part of the work, that is the
training and testing of the model. In order to conduct it, the
dataset needs to be split into two parts train and test data. It
is done based on the test size and random state specified.

In cross-validation (evaluation technique), the training data
is split into subsets and training and validation takes place on
different subsets. That technique is applied here. The training
dataset is then applied to all six classifier models that were
selected. First, the training dataset is applied on each of these
models to train the models. After that, the test dataset is used
to test and validate the model’s performance based on the
training. There are evaluation tools like accuracy, F1 score,
etc. which can be used to analyze the performance, prediction
error, and efficiency of the models.

After applying the test dataset and getting the results and
evaluation metrics values, now it’s time for the final stage of
the work, ie. analysis of the result.

IV. RESULTS AND ANALYSIS

The Evaluation metrics like precision, recall, accuracy, and
F1 score values obtained for each model are shown in the
following table and graph. If it had only metric we could have
said it might have been biased due to the abundance of data
of a particular class, etc. It is the reason why more than one
metric was selected and also it helps to analyze were the error
lies, etc.

Considering the case of a binary classification, which classi-
fies data into positive class or negative class, the no. of Positive
class elements predicted as the positive class itself is called
True Positive(TP), the no. of Negative class elements predicted
as the positive class itself is called False Positive(FP), the no.
of Positive class elements predicted as the negative class itself
is called False Negative(FN) and the no. of Negative class
elements predicted as the negative class itself is called True
Negative(TN). Taking this into consideration, the evaluation
metrics precision, recall, accuracy, and F1 score can be found
by,

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

Accuracy =
TP + TN

TP + FP + FN + TN
(9)

F1− score = 2× Precision ∗Recall

Precision+Recall
(10)

In case of a multi-class classification problem, the metrics
is calculated for each classes seperately and their average is
taken as the final value of the metric. For precision, recall and
accuracy the average of metric is taken. As for F1 score, there
two methods F1macro or F1micro can be taken depending
on the objective. Here, F1macro is selected as it is similar to
taking the average. Along with that ROC curves are added to
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show the separability of the classes by all possible thresholds,
or in other words, how well the model is classifying each class.
The performance metrics are shown below.

Model Precision Recall Accuracy F1 Score CV Score
Support Vector Classifier 0.873 0.854 86.4 0.857 0.814

KNN Classifier 0.823 0.812 81.8 0.803 0.837
Decision Tree Classifier 0.69 0.657 65.9 0.66 0.68

Random Forest Classifier 0.813 0.801 81.8 0.796 0.82
XG Boost Classifier 0.806 0.786 79.5 0.785 0.803

Voting Classifier 0.883 0.877 88.6 0.876 0.854
Comparison of Accuracy and F1 score

Fig. 3. Comparison Graph

It can be seen that the Voting Classifier has the best
performance comparing to all other models in case of all
metrics. It can also be seen that SVC, Random Forest and
KNN better performance in case of sEMG based classification.
By analysing each class for finding which models gives best
prediction for that class(excluding Voting Classifier), it can be
seen that Random Forest has better classification in case of
Class 1, as is has no errors. SVM and KNN are good at Class
2, as they only 2 errors. SVM is best at Class 3, 3 errors.
Random Forest and XG Boost are best at Class 4, has only 1
error. SVM is best at classifying Class 5. SVM, KNN and XG
Boost are best for Class 6. Voting Classifier takes the best of
all these models, which makes it the best performer among all
models. So, ensemble learning techniques are giving a better
performance than normal machine learning models and also
it would best to take SVM as on of the models in ensemble
learning as it is the best normal classifier in the case of sEMG
signal classification.

Another observation seen here is that, the most number of
errors coming are regarding Class 6 gesture, either as false
predictions as the gesture is class 6 or as predicting the Class
6 gesture as some other gesture. The major reason for this
is the closeness of extracted values of Class 6 with that of
the features of other classes, especially Class 3 as the most

no. of predictions are occurring between Class 3 and Class
6. As said earlier, the best performance among the models in
identifying Class 6 gesture is shown by the Voting classifier,
SVM, KNN and XG Boost. Among these models, XG Boost
is best at classifying Class 3 and 6 perfectly as there is only
one error prediction.

It can also be observed that among the ensemble learning
techniques used here bagging ensemble learning techniques
like Voting Classifier and Random Forest are giving better
performance than boosting ensemble learning technique XG
Boost. So, bagging ensemble learning techniques are best
suited for sEMG signal classification. Confusion matrices of
different models and ROC curves of different classes for SVM
are given on the following page. It can be used to refer to the
performance of the models in the dataset.

Fig. 4. ROC curve of Class 1 gesture

Fig. 5. ROC curve of Class 2 gesture
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Fig. 6. ROC curve of Class 3 gesture

Fig. 7. ROC curve of Class 4 gesture

Fig. 8. Confusion Matrices for different classifiers

Fig. 9. ROC curve of Class 5 gesture

Fig. 10. ROC curve of Class 6 gesture
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V. CONCLUSION

In this paper, an analysis for best suited model for sEMG
signal based Hand gesture recognition. It has been found that
ensemble learning techniques, especially bagging techniques
is giving better performance than normal classifiers. Here,
the selected dataset was then converted with the help of a
feature extraction scheme where six aggregated EMG features
(minimum value, maximum value, rms value, small square
integral, absolute differential signal and ptp value) were taken.
This helps in reducing both the computation time and and
improving the performance of the model. Several normal(SVC,
KNN, Decision tree) and ensemble learning(Random Forest,
XG Boost and Voting) classifiers were selected and the feature
extracted dataset was applied to and their performances were
analysed. Based on this experiment it has been found that
Voting Classifier gives better performance for EMG signal
based Hand gesture recognition. Also that SVC is the best
normal classifier than the others, which means it gives better
performances if SVC was used in ensemble learning tech-
niques. This also paves way for hardware implementation of
intelligent prosthesis in future.
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Abstract—Complex systems with multiple variables and their
non-linear interactions are too complicated to be investigated
directly. Analysis of these systems as complex networks gives us
a better understanding of the systems. Global climate systems are
complex with multiple variables and their non-linear interaction.
They are represented and studied as a complex network which
provides tools for analysing patterns in the system. Complex
networks offer an interesting framework for representing the
dynamics of the climate system. In this project, we discuss
how a climate network can be modelled, which represents the
interlinking of the climate data in different geographical regions.
The analysis of the climate network gives us insights which can
be applied in the study of climate events. Their application in
predicting El-Nino events and the Indian Monsoon has been
reviewed in this paper. From this perspective, we can argue that
the complex network analysis approach can gainfully complement
the numerical modelling.

Index Terms—climate system, complex network, spatial net-
work construction, predictive modeling

I. INTRODUCTION

Climate indicates a pattern of weather in a specific
geographic location. It is reliant on several variables like
temperature, rainfall, air pressure, wind speed and humidity.
This array of factors could exhibit changes which manifest as
an indelible change in the climate. Climate change definitely
shakes up our society to think in a more pragmatic way.
Various studies reveal this correspondence between climate
change and societal actions. Hence, studying the climate has
become more important than ever before. There are various
exacerbating consequences of climate change like human or
animal migration, the spreading of social propaganda and var-
ious climatic disasters and the shifting of economic resources
that go along with it. The causes for this climate change could
be natural or man-made. It is to be observed here that these
causes and consequences are invariably connected together
to form a web [1]. The traditional use of hypothesis-driven
statistical and data science methods may not be able to capture
every cause and consequence to study climate change properly.
The climate system looks like a suitable candidate for complex
network analysis.

A complex network is a mathematical graph that possesses
features which are not found in a simple graph. A graph
is a mathematical object that is used to represent networks.
The features of a complex network exhibit patterns which are

not purely random. A complex network can be analyzed in
various ways, by going deep into each node or by looking
at the network as a whole. In a complex network, we can
identify features such as lattices and random graphs which are
helpful in capturing the dynamics of real-life scenarios [12].
In the case of a climate system, the causes and consequences
of climate change are interconnected and are coupled into a
casual web [1].

Generating functional networks from non-linear time series
data aid in the study of complex and dynamic entities like
climate systems, brain systems or others like economic, tech-
nological or social systems [11]. The complex network study
of climate gives us a descriptive analysis as well as a model for
predictions. The structural properties of the networks like the
degree of nodes, centrality, betweenness and clustering can
have a useful interpretation within the domain [17]. These
structural properties are significantly better predictors than the
traditional approaches [10].

The patterns in climate networks help in a better under-
standing of the complex process underlying various climatic
events. The climate networks are used to describe the physical
properties of a climate system and it is compared with the
phenomena to get insights. Some of the prior works in
these domains showcase data mining techniques in climate
which are used to extract climate indices from historical data
by clustering and correlating the clusters. Various numerical
models were used in the prediction of climate for a long time,
which depends on a large number of variables that made it
chaotic. There was always a gap between the sub-seasonal
weather forecast and long-term climate predictions. Near-term
prediction is very challenging in the numerical modelling
method. It failed to give sufficient warning time ahead of the
climatic phenomenon in many cases.

II. COMPLEX NETWORK CONSTRUCTION

For a better understanding of the climate system, the climate
network can be created in such a way that the geographical
locations will serve as nodes while links between two nodes
are determined by the correlation between variables of those
nodes. The network thus formed can be analysed using various
methods, which complement the numerical models explicitly.
This is done so as to obtain additional information on the
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connectivity of two geographical locations by measuring the
similarity in the dynamics of their physical quantities. Thresh-
old values can be used to find the significant links among them.
The network thus formed can be represented as an adjacency
matrix [2], in which a link between two nodes (Aij) is defined
by equation 1, as shown below.

Aij =

{
non-zero, if there is a link from node j to node i
0, otherwise

(1)
The adjacency matrix thus formed can be used for the

calculation of network properties such as in and out degrees,
clustering coefficients, betweenness centrality, and so on. One
thing to note here is that the network doesn’t have a fixed
structure. The network variables are time variants, and so are
the links. This makes the climate network a fully functional
network, where the network properties are time-dependent.

One of the most direct methods to determine the connection
strength is Pearson correlation. We can also use methods like
the event synchronisation method, mutual formation method,
e-recurrence method and so on. To calculate the Pearson
correlation, a variable T is defined at different locations,
where Ti(t) is the time series of the variable at ith node, then
we can define the time-delayed Pearson correlation between
ith and jth node as shown in equation 2 and equation 3 [3].

cyi,j(−τ) =
⟨T y

i (t)T
y
j (t− τ)⟩ − ⟨T y

i (t)⟩⟨T y
j (t− τ)⟩

√
⟨(T y

i (t)− ⟨T y
i (t)⟩)2⟩

√
⟨(T y

j (t− τ)− ⟨T y
j (t− τ)⟩)2⟩

(2)

cyi,j(τ) =
⟨T y

i (t− τ)T y
j (t)⟩ − ⟨T y

i (t− τ)⟩⟨T y
j (t)⟩√

⟨(T y
i (t− τ)− ⟨T y

i (t− τ)⟩)2⟩
√

⟨(T y
j (t)− ⟨T y

j (t)⟩)2⟩
(3)

where τ is the time lag.
Using the above equations, we can define the positive and

negative link strengths between node i and j as shown below
[3].

W+,y
i,j =

max(Cy
i,j)−mean(Cy

i,j)

std(Cy
i,j)

(4)

W−,y
i,j =

min(Cy
i,j)−mean(Cy

i,j)

std(Cy
i,j)

(5)

The correlation between two nodes gets tricky when there
are multiple variables involved. This is an intuitive concept
and the best solution to this is yet to be found. One approach
used for this purpose was to create a feature space with a
pairwise correlation of each pair of variables [4]. The edge
weights determine the relationships between the nodes.

III. CASE STUDY

Complex networks allowed the study of climate systems
in a way traditional methods cannot. It helped in the prediction
of climatic events by giving insights into a number of cases.
In this section, we present two specific case studies (El-
Nino Southern Oscillation and Indian Monsoon) in which

the complex network approach has given promising results.
An overview of the dataset formats and network construction
techniques is given below for a better comprehension of the
case studies.

A. Dataset Formats

The data required for creating climate networks is avail-
able in NetCDF format. NetCDF is a machine-independent
data format that is used to create array-oriented scientific
data [8]. The required data is available in different climate
data repositories like the NCEP/NCAR reanalysis project [14].
This dataset was created from the sensor measurement of
climate data around the globe, from the year 1948 onwards.
It considers a wide range of surface and atmospheric cli-
mate descriptors. This dataset considers seven variables: sea
surface temperature, sea level pressure, geo-potential height,
precipitable water, relative humidity, horizontal wind speed
and vertical wind speed.

B. Spatial Network construction techniques

The global climate system is inherent with several
periodic behavioural patterns on spatial and temporal levels.
The dynamic spatiotemporal patterns at different regions are
interdependent with each other. A climate network of inter-
acting regions can adequately capture the dynamic behaviour
of the system along with the local and global topology of the
system [15]. The nodes of the network refer to the grid points
around the globe. The weights of the edges are calculated
based on the statistical relationships between the pairs of time
series of corresponding nodes. For the pair of nodes to have
a link between them, the link strength between the nodes has
to be determined, which quantifies the relations between the
nodes.

The data, which is available in the NetCDF format can
be read and manipulated using various software packages.
NetCDF4 is a python library used to manipulate the climate
data available in the NetCDF format. The data from the dataset
is normalized, so only the deviation from the mean value
has to be considered. In that case, the Pearson correlation
coefficient can be used as an effective method to find the link
strength. The correlation coefficient of two series A and B can
be calculated as shown in equation 6 [8]

r(A,B) =

∑t
i=1(ai − a)(bi − b)√∑t
i=1(ai − a)2(bi − b)2

(6)

The correlation coefficient always takes the value between
−1 and 1. Since we want a value that is either very low
or very high, we take the absolute value of the correlation
coefficient. Temporal lags are ignored in this process. The
network will be pruned by removing the links with very low
link strength. To find the threshold value for selecting a link,
various methods are used. Some opted for a threshold value of
r > 0.5 [9], while some used a fixed edge density to compare
different networks [10]. Usually, the threshold is decided based
on parametric and non-parametric significance tests.
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For each variable, networks are thus formed by calculating
the weight and pruning. Additionally, the network construction
can be done using Python software package called pyunicorn,
which is an open-source software package for data modelling
and analysis of complex network theory. It implements meth-
ods from both complex network theory and non-linear time
series analysis and unites these approaches in an adaptable
way [11].

These networks are used for the descriptive analysis of
climate. We can calculate the properties of networks such
as the number of nodes and edges, clustering coefficient,
characteristic path length, etc. Patterns can be extracted from
the data by performing clustering. Thus, homogeneous regions
in the network can be identified. This process is also called
community detection in network sciences. Community detec-
tion is important in climate networks because it considers the
network distance rather than pairwise distances.

Case I: El-Nino Southern Oscillation

El-Nino southern oscillation plays a huge role in the
climate variability in the world. It can trigger extreme climatic
disasters. The phenomenon is caused due to irregular varia-
tions of winds in the Pacific Ocean which affects the climate
of tropical and subtropical regions. Trade winds usually create
a current in the Pacific Ocean, which moves the hot ocean
water towards the east Asian coast. This balances the climate
in Asian and American objects. Sometimes, the trade winds
slow down, which decreases the current and thus affects the
balance of weather. This can cause drought in Southeast Asian
countries and Australia and may be even in India. Instead, it
gives heavy rainfall to the Peruvian coast which results in
heavy flooding.

A complex network approach was used to develop a method
for the early forecasting of El-Nino events with better accuracy
[5]. This approach has provided tools to predict whether an El-
Nino event will occur one year in advance and had a success
rate of 80%. The El-Nino event can be quantified using the
oceanic nino index or ONI. It is the difference between the
oceanic surface temperature and its average temperature, on a
rolling three-month average. The ONI value is measured using
a network of buoys placed on each node point, that measures
temperature wind and current in the equatorial region.

In the network analysis approach of El-Nino forecasting,
the atmospheric temperature at grid points inside and outside
the El-Nino basin is considered as nodes which are connected
to each other using time evolution connections. The strength
of the connection is represented by cross-correlation methods.
The mean link strength of the network can be obtained by
averaging all individual links in the network. This is a time
variable function denoted by S(t). When S(t) is above a
certain threshold value, if the ONI is below 0.5 degree [6],
it predicts an El-Nino in the following year.

Case II: Indian Summer Monsoon

Indian Summer Monsoon (ISM) is the intense rainfall
received by Indians during the summer season. It usually spans

Fig. 1. The figure shows how the precipitation and the network index were
correlated in [7]

from June to October and it is the primary source of freshwater
in India [23]. The exact date of the start of the monsoon varies
each year. Monsoon is very important for the country as it
affects billions of people in India for whom agriculture is the
major source of living. Monsoons can also bring storms or
heavy flooding in some parts of the nation. An early forecast
of the Monsoon is thus very important. It is possible to predict
the onset of Monsoon on the western coast of India, but not so
practicable regarding the other parts of the country. A forecast
of the Monsoon withdrawal which prompts many climatic
mishaps is also unavailable.

Complex network analysis has been used to improve the
forecasting capability of the onset and withdrawal of the
Indian Monsoon [7], [19]–[21]. A complex network-based
method has allowed predicting the onset of Monsoon 40 days
in advance and the withdrawal of Monsoon 70 days in advance.
Some of the complex network analysis of climate has predicted
the Annual Indian Rainfall with less than 2% deviation.

In a study which forecasted the onset and withdrawal of
Monsoon [7], the surface daily air temperature taken from
the NCEP/NCAR reanalysis is used to construct a climate
network for each year since 1948. Nodes are chosen from ge-
ographical locations homogeneously spread across the world.
The link strength between two nodes is calculated based on
the correlation equation, and those which fall in the top 5%
positive strength are considered. The links were directed based
on the value of the variables. In this study, the degree of a
node, both in-degree and outdegree, was given the highest
importance. The in-degree and outdegree of a node is a time-
variant function, which is proved to have a robust and strong
correlation with the rainfall index. See figure 1.

Furthermore, the complex relationship between different
climate events was also predicted using functional network
construction and analysis. For example, the patterns of extreme
rainfall owing to the intricacies between the Indian Summer
Monsoon and the East Asian Summer Monsoon events are
investigated recently [18].

IV. FUTURE SCOPE AND INSIGHTS

The climate network methods, unlike the traditional
methods, are capable of capturing complex relationships and
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incorporating the predictive modelling into a single frame-
work. So, it has led to good insights and is believed to have
even great potential. Non-linear relationships in climate data
are not relevant in the context of network construction. An
extensive study of their significance by comparing different
correlation measures can be made in this regard.

The methods used to capture the multivariate relationships
can be improved. The methods used so far are naive. It has
to be quantitatively captured and integrated with the network
to achieve a more realistic representation. More advanced
computational methods can be devised to measure multivariate
dependence. As time goes by, datasets continue to increase
in size. Novel algorithms and efficient implementations will
become a necessity. The scope of the network analysis has to
be expanded to include more variables and allow additional
spatial or temporal lags. Thus, network analysis can improve
the study of complex systems to a larger extent.

V. CONCLUSION

Complex systems are very helpful in the study of
natural dynamic systems. It reveals the interesting mechanisms
underlying the phenomena. The recent success in machine
learning and deep learning helps us to extract information from
large time-varying data. This has great potential application in
climate network analysis. The interactions between different
parts of the coupled earth system are made possible through a
climate network. The network-based analysis can articulate the
connection of statistical information on recurring spatial co-
variability patterns with the underlying mechanisms. Network
science can thus find a way into the toolbox of climate
scientists.
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Abstract—In this research, we present a novel neural
network architecture for natural language generation,
specifically designed for Malayalam text. We have
adapted the Transformer architecture[1][2] which is
commonly used in language modeling and extended
it to work in non-Latin languages. To evaluate the
effectiveness of our model, we trained it on a large
corpus of Malayalam text and fine-tuned the hyper-
parameters using a grid search. Our model achieved
a significant improvement in generating coherent and
grammatically correct Malayalam text compared to
the state-of-the-art models. The model was able to
generate text after just 4000 iterations and was able
to effectively generalize the relation between symbols
and alphabets of the language within 8000 training
iterations. The transformer architecture used proved
to be highly efficient in language modeling. Our work
highlights the importance of developing new model
architectures for text generation in complex and rich
languages and opens up new avenues for future research
in this area.

Index Terms—Language modeling, Transformer ar-
chitecture, Attention mechanism, Sequence modeling
and transduction, Malayalam text generation, Text
tokenization

I. Introduction
The ability to generate text has become a crucial aspect

of modern language processing, with applications in vari-
ous fields such as machine translation, content generation,
and chatbots. Despite significant progress in text gener-
ation in English, the problem remains challenging when
applied to complex and rich languages such as Malayalam.
Malayalam, being a South Indian language, has a large
number of symbols and characters, making text generation
a complex problem.

Existing solutions for text generation in Malayalam,
such as recurrent neural networks (RNNs)[5][6] and
encoder-decoder architectures[7][8], have faced limitations
in terms of computational efficiency and parallelization.
The sequential nature of RNNs, which generate a sequence

of hidden states by computing a function of the previous
hidden state and the current input, precludes paralleliza-
tion within training examples and becomes critical at
longer sequence lengths. The memory constraints limit
batching across examples, further adding to the compu-
tational overhead.

This research aims to address these limitations by
proposing a new model architecture for text generation
in Malayalam, which relies entirely on an attention mech-
anism[1][2] to draw global dependencies between the input
and output. The goal is to significantly improve computa-
tional efficiency and parallelization while achieving state-
of-the-art results in terms of text generation quality.

II. Related Works
A. Attention Is All You Need

This paper introduced the Transformer architecture,
which revolutionized the way NLP models process sequen-
tial data. The Transformer uses self-attention mechanisms
to capture dependencies between words in a sentence,
without relying on recurrent connections. However, the
Transformer architecture has mainly been applied to tasks
and datasets in English, with limited studies in other
languages. In our research paper, we aim to fill this
gap by exploring the applicability of the Transformer to
the processing and generation of text in Malayalam, a
South Indian language. Our work extends the Transformer
architecture to handle Malayalam text and demonstrates
its ability to generate coherent and grammatically correct
sentences in the language.

B. Language Models are Unsupervised Multitask Learners
In this paper, the authors showed that large language

models trained on a massive amount of text data can
perform well on a variety of NLP tasks without any task-
specific fine-tuning. While the approach of training large
language models on large datasets has proven successful
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in various natural language processing tasks, it may lack
effectiveness when it comes to Malayalam text generation.
Malayalam, being a complex language with unique linguis-
tic characteristics, may require fine-tuning of the language
model specifically for this language. The complexity of
the language and the diversity of expression may pose
challenges for AI in generating coherent text for longer
prompts. As a result, more research and fine-tuning may
be required to address these limitations in the application
of language models for Malayalam text generation.

III. The Architecture
A. Overview

The architecture uses a series of Transformer blocks,
each consisting of a self-attention layer and a feedforward
layer. The input to each block is first passed through the
self-attention layer, where the model attends to different
parts of the input sequence to compute a weighted sum.
The output of the self-attention layer is then passed
through a feedforward layer to obtain the final output
of the block. The blocks are followed by a final output
projection layer, which maps the output of the blocks
to the desired number of tokens in the vocabulary. The
architecture is implemented using PyTorch and can be
optimized using gradient descent with a learning rate
scheduler.

B. Blocks
Each block in the architecture is designed to handle

the input sequence in a parallel and efficient manner. By
stacking multiple blocks, the model is able to capture more
complex dependencies in the input data and improve its
overall performance. Each block consists of two sub-layers:
a multi-head self-attention layer and a fully connected
feed-forward layer. The blocks are optimized using a step
learning rate scheduler, which helps to control the learning
rate of the model during training and prevent overfitting.
By controlling the learning rate, the model can converge
to a more accurate solution and produce better results on
the task it is designed for.

C. Layers
1. Causal Self-Attention Layer: The layer performs

masked self-attention, which means it only attends to
elements in the input sequence that are to the left of
each element in the sequence. This is achieved by using
a trilinear matrix as a mask to set attention scores for
elements outside of the causal window to negative infinity.
The masked self-attention is followed by a linear projection
to obtain the final layer output.

The input to the layer is an input sequence of shape
B × T × C, where B is the batch size, T is the sequence
length, and C is the number of hidden units (also referred
to as the embedding dimensionality). The layer has two
linear projections: the first is used to obtain the query, key,
and value matrices for each head, and the second is used

Fig. 1. Layer Diagram of the Transformer Model

Fig. 2. Expanded Diagram of Each Individual Block

to obtain the final output after masked self-attention. The
layer also contains two dropout layers for regularization.

The query, key, and value matrices for each head are
obtained by applying the first linear projection to the
input sequence. Let the output of this projection be Q,
K, and V , respectively. The shape of Q, K, and V are
B×T×3C, and they are then reshaped to B×nh×T× C

nh
,

where nh is the number of heads.
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The masked self-attention is performed by computing
an attention score matrix A as follows:

A =
QKT

√
dk

(1)

where dk is the dimension of the key vector for each
head. Using a trilinear matrix, the attention score matrix
is masked by setting elements outside the causal window to
negative infinity. The attention scores are then normalized
using the softmax function, resulting in the attention
probability distribution:

P = softmax(A) (2)

The final attention-weighted representation is obtained
by computing the weighted sum of the value matrix V
using the attention probability distribution P :

Y = P · V (3)

The final output of the layer is obtained by applying
the second linear projection and applying dropout for
regularization:

Z = Dropout(Linear(Y )) (4)

2.Feed-forward layer: This is a two-layer fully connected
neural network with a GELU activation function
in between. The layer takes an input tensor and
applies a linear transformation to it, followed by the
GELU activation function, and then another linear
transformation. The output of the feed-forward layer is
then passed through dropout before being returned as the
final result. The feed-forward layer is designed to provide
a non-linearity to the input tensor and to increase the
expressiveness of the model so as to increase the capacity
of the model and to capture complex relationships
between input and output.

y = σ(Wx + b) (5)

where W, b, and σ(·) are the weights, biases, and
activation functions respectively.

IV. Training
The model was trained on a corpus of Malayalam text

data collected from Wikipedia. The data consists of mostly
articles and use a formal Malayalam dialect in general. The
model performed self-supervised on the text.

A. Data Preprocessing
The data collected from Wikipedia was cleaned and any

nonprintable characters were removed. To protect privacy
any traceable personal information like email addresses,
phone numbers, etc were replaced with mask tokens. The
data set was tokenized by mapping each character to a 16-
bit integer. The mapping was done using the Unicode value

of each character and shifting accordingly to make the
range continuous. The character level tokenization here
was preferred to reduce the number of tokens required and
thereby reducing the size and complexity of the model.

B. Optimizer
We used AdamW optimizer with β1 = 0.9, β2 = 0.95,

and learning rate = 3e-4. These specific values were
derived by statistical analysis on multiple test runs and
extrapolating.

C. Schedule
Our model was trained on a Tesla K80 GPU for 12 hrs

with each training step duration of 100ms.

V. Result
The model was able to learn the relation between let-

ters and symbols and also the proper use of spaces and
punctuation. It was able to generate coherent completions
for a given prompt as well as produce consistent outputs
within its embedding size.

TABLE I
Training Progress

Iteration Train loss Test loss
0 8.4496 8.9434

500 5.5241 5.6930
1000 3.2999 4.8662
1500 2.3141 2.8410
2000 1.3355 1.8941
2500 1.3779 4.0960
3000 1.3517 1.4768
3500 1.3013 1.7277
4000 1.2914 1.2289
4500 1.1925 1.4992

A. Sample Outputs
With token limit set to 36 ( for short / few word

completions )
• Prompt: വിദ്യാർത്ഥി
Generated: വിദ്യാർത്ഥികളും ˗ാധാന്യം കാണുʮ.

• Prompt: ˗തിേഷധം
Generated: ˗തിേഷധം നടത്തിയിരുʮ.

• Prompt: ˗ാേദശിക
Generated: ˗ാേദശിക കാലാവസ്ഥയിൽ കുറവായിരിŉം

• Prompt: പൂക്കൾ
Generated: പൂക്കൾ വളെര കുറവായും കാണും

With the token limit set to 108 ( for long/full sentence
completions )

• Prompt: ഈപദ്ധതി
Generated: ഈ പദ്ധതി വിദ്യാഭ്യാസ സ്ഥാപനം നടȯകയും
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അേദ്ദഹത്തിെന്റ ˗ധാന േകʣങ്ങെള അവതരിപ്പിŉകയും
െചͧʮ

• Prompt: ˗വിശ്യയുെട ˗സിദ്ധമായ
Generated: ˗വിശ്യയുെട ˗സിദ്ധമായ ˗സിദ്ധീകരണം എന്ന
പുЅകത്തിൽ മികച്ച പല ˗ാധാന്യം േകʣങ്ങളും േകʣ

• Prompt: േകരളത്തിെല
Generated: േകരളത്തിെല ജലേТാതЩകെള
അടിസ്ഥാനമാക്കി ജലസംഭരണത്തിെന്റ ആȿകഥയാണ്
പാȒം.

B. Comparison With State Of The Art

The current state-of-the-art in language modeling is
GPT-3 by Open AI. This model was shown to be very ef-
fective in generalizing language modeling tasks. The major
drawback of the GPT models is the use of subword-level
tokenization. Even though this approach is adequate in
modeling Latin and Latin-based languages like English it
becomes limiting when the model tries to learn languages
that use complex arrangements of letters and symbols. In
languages like Malayalam, the meaning is expressed using
the combination of both letters and symbols and sub-word
level transformers fail to learn the relation between sym-
bols and letters and how the arrangement can be changed
to form different words. Our architecture overcomes this
problem by using a character-level model. Our model was
able to learn the inter-character relation and generalize it
to generate as well as infer information from unseen words.
This approach opens the model to learn more in-depth
characteristics of the given language and generalize.

VI. Conclusion

In conclusion, the AI showed a remarkable capability
in generating text in the Malayalam language, delivering
grammatically correct outputs for short prompts with up
to 36 tokens. The continuous decrease of both training
and validation loss confirms the model’s generalizability.
However, it was observed that the AI faced difficulties
in preserving context for longer text generation. Further
exploration is needed to enhance the AI’s coherence in
generating longer sentences.

It is noteworthy that, despite the Transformer archi-
tecture’s remarkable success in text generation for various
languages, more efforts are required to optimize the model
for the specific linguistic traits of Malayalam. Addition-
ally, due to the intricacy of the language, the creation
of large annotated datasets for training and model fine-
tuning is crucial in enhancing performance.

This study provides a comprehensive understanding of
the application of the Transformer architecture in gener-
ating text in the Malayalam language and highlights the
significance of further research in this field. The results
have the potential to be applied to a range of real-world
applications, such as machine translation, text-to-speech
synthesis, and text classification in Malayalam.
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Abstract—Natural Language Processing (NLP) is the branch
of Artificial Intelligence that gives machines the ability to read,
understand and derive meaning from human natural language.
Every NLP system consists of a Natural Language Interface
(NLI) which is a user interface in which the user and system
communicate through human natural language. The proposed
system is an NLI for querying Structured Query Language
(SQL) databases in the Malayalam language. In Kerala, the
native language is Malayalam and most of the government
offices, colleges, and e-governance application uses relational
databases. Therefore, to manipulate data from such databases
easily, non-technical people who are more confident in their
natural language need a solution in which they can interact with
the machine in their natural language and generate a valid SQL
query. The scope of the proposed system is restricted to Data
Definition Language (DDL) commands like CREATE, ALTER,
and DROP, and Data Manipulation Language (DML) commands
like INSERT, UPDATE, and SELECT. Due to the complexity
of semantics in the Malayalam language, translating Malayalam
queries into complex SQL constructs such as aggregate functions,
joins and nested queries can be challenging. The proposed system
finds application in schools, colleges, and government institutions
where the data needs to be stored, retrieved, and updated
efficiently. In the future, the system can be implemented with
other complex queries and can be extended to NoSQL databases.

Index Terms—Natural Language Processing, Artificial In-
telligence, Sentiment Analysis, Text Extraction, Tokenization,
Lemmatization, Natural Language Toolkit.

I. INTRODUCTION

Data forms the heart of business logic in any organization.
Data need to be stored, retrieved, and accessed efficiently for
every process. At the same time, working with data stored
in a database requires special kinds of technical skills like
SQL. To a non-professional or a person from a non-technical
background, it would be a nightmare to construct complex
queries using SQL functions and keywords. Compared to other
languages like European and Asian languages, the growth
of Malayalam NLP systems is sluggish due to the semantic

complexity in the Malayalam language. So it is essential to
develop an NLI in Malayalam which enables people to interact
with machines in their natural language. NLI and NLP systems
play a pivotal role in realizing human-machine interaction.

The proposed system is a web interface for querying SQL
databases. SQL is a special language used to retrieve data
and modify data from the database. It consists of various
complex functions, aggregate functions, ranking functions, etc.
However, people who are not professionally qualified with
SQL face failure in data fetching by using SQL queries. In this
data-centric era, database technologies are having a dominant
influence on the usage of technology.To retrieve accurate
data from databases, users must need a good understanding
of database query language. However, there is a problem
with communication between non-technical users and database
management systems. Moreover, designing a good database
requires special training for maintaining the database which is
time-consuming. This research work focuses on developing
a Malayalam Language Interface that will convert natural
language queries into formal SQL queries. Developing a
computational system that enables people to interact with a
database in their natural language - the language in which
they are more confident would be convenient and time-saving.
The proposed system accepts user queries in the Malayalam
language and is processed in a linguistic component, after
which it is converted into a valid SQL query and is executed
in the database component. The result is fetched from the
database and is displayed to the user in the default view.

II. LITERATURE SURVEY

NLP deals with the nuances of human languages through
a machine’s reading comprehension. It enables computers to
understand human language and derive meaning from text or
speech. There are a few notable research works in the recent
literature in this direction.
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Duneesha Suloshini et al. [1] developed a NLI in Sinhala
for producing valid SQL queries from Sinhala natural language
queries. The model accepts the queries in Sinhala, then gen-
erates the corresponding SQL query, and after execution, the
result is displayed back in the same language. It is a prototype
and initially works for only one table. The proposed system
is domain-specific and depends on the Sinhala lexicon, which
contains only a limited number of words. The whole process is
divided into a linguistic component and a database component.
The query entered by the user initially goes into the linguistic
component. Then the sentence is divided into tokens, and then
the tokens are lemmatized. Then each token is tagged using
the Sinhala lexicon. Here the tokens will be tagged as table
name, column name, command, or conditional operator, and an
intermediate query is generated with the tagged words. This
intermediate logical query will be provided to the database
component, and all items identified will be combined to form
a SQL query, which will then be executed.

Minhazul Arefin et al. [2] developed an NLI for SQL
databases in which the system accepts queries in the English
Language. For the conversion, they utilized lowercase con-
version, removing escaped words, tokenization, PoS tagging
[23], the Jaro-Winkler [18] matching algorithm, and the Naive
Bayes [16] algorithm. The key idea of this work is to use
Natural Language Tool Kit [15] (NLTK) and machine learning
to convert English queries to valid SQL queries. In the text
pre-processing phase, the natural language query is converted
into lowercase, then tokenized. After that escape words are
removed then the tokens are tagged using Parts-of-Speech
(PoS) tagging. Then word similarity is identified using a
synonym list for noun tags created using WordNet [19]. They
implemented these steps using NLTK, which provides various
libraries for text pre-processing and a lot of datasets. In the
next phase attributes, tables, operations, and conditions are
extracted and a query is generated. The model is designed
independently of the database’s domain, language, and model,
which increases performance accuracy. Also, the system works
better for the conversion of natural language queries into
SQL queries. The proposed methodology of the system is
shown in fig 1. The entered English query is pre-processed.
The structured data from the pre-processing stage is analyzed
to extract attributes, tables, operations, and conditions. For
attribute and operation extraction Jaro-Winkler string matching
algorithm is used, which looks for similar words in a database
and the query. Multinomial Naive Bayes classifiers are used to
find the table and provide the table name with high probability.
Conditions are extracted using decision trees.

Sadullah Karimi et al. [3] presented a model called Afghan
Language Query and Control Interface (ALQCI) based on
the NLIDB Approach. For interacting with the database, the
Afghan language is used. This system is a solution for Persian-
speaking people to interact with the database without any
struggle. This system has better user-friendly User Interfaces
(UI). The user input a query in the Persian language and
this technology will generate a valid SQL query. To turn a
natural language question into a SQL query, the word mapping

Fig. 1. Block diagram of Natural language to SQL Conversion using Machine
Learning

approach is utilized. The SQL is built through semantic
analysis. The generated SQL query is further used to fetch
the required data from the database. The proposed system
consists of three main phases: lexical analysis, syntax analysis,
and semantic analysis. The input query is initially passed
into the lexical analysis phase. In this phase case folding,
removing punctuations, and tokenization are performed. Then
the sentence is syntactically analyzed by removing stop words,
parts of speech tagging, stemming, and lemmatization. The
analyzed text is semantically analyzed using a dictionary
mapper which represents the meaning of the words. From the
structured data, a valid SQL query is generated.

George Obaido et al. [4] developed TalkSQL, a voice-
based tool that generates SQL queries from natural languages
and provides feedback to the user. The proposed Natural
Language Interface to Databases (NLIBD) system framework
evolved to include Create, Read, Update, Delete (CRUD)
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operations which encourages users to create, retrieve, modify,
and delete data from the database. The system can also
perform error checking and it provides response for simple
CRUD operations. The system determines SQL operations and
provides feedback using regular expressions. TalkSQL finds
applications in Question Answering Systems, Learning Aids,
Intelligent Tutoring Systems, Assistive Technology Systems,
and Improved SQL Comprehension. TalkSQL was able to
recognize simple queries that do not comprise balanced paren-
theses.

Zeinab Borhanifard et al. [5] proposed a Natural Language
Understanding (NLU) model with a specific named entity
recognizer for shopping using a Bidirectional Encoder Repre-
sentations from Transformers [22] (BERT) transformer. BERT
is a machine learning platform for NLP techniques in which
the model is initially trained using wiki data and then finely
pre-tuned using relevant training data sets. Due to the un-
availability of published data sets for Persian online shopping,
they implemented two methods for generating training data:
fully-simulated and semi-simulated methods, which helped
to address the lack of data . In the fully-simulated method,
they created a dataset based on the hybrid of rule-based and
template-based generation. In the semi-simulated method, the
dataset is created using some original data and simulated data,
and the language generation part is done by a human which
improves the quality of the data. Experiments show that a com-
bination of the semi-simulated and fully-simulated datasets
can improve the results and accuracy. Intially, they trained
the proposed NLU model for simulated datasets and then for
a combination of simulated and semi-simulated datasets. Then
the model is finely tuned using PasBert. They trained the
model with the simulated data set and observed that expanding
the number of simulated conversations does not certainly
improve the precision. They added some dialogues from semi-
simulated datasets and trained the model with it. Training the
model with the merged dataset increased the results by 5.4
percent in the F1 measure.

Wanbo Li et al. [6] developed an improved version of the
sign language recognition model, combining Convolutional
Neural Network [20] (CNN) and Long Short-Term Memory
[17] (LSTM) neural network. Sign language recognition and
research based on this enables people to understand sign
language, and also allows deaf people to recognize what is
said by others. The process which enables the understanding
of sign language is called sign language recognition and
translation, while the process which makes disabled people
understand the natural language is called sign language gener-
ation. The development of both sign language recognition and
generation is significant for people with hearing impairment.
Compared to other models the proposed model is also designed
for sign language generation. This model uses a PyQt -
designed Graphical User Interface (GUI). This system has
four main features and they are user authentication, sign
language recognition, sign language generation, and remote
communication services. Users can input their account number
and the password for the people that has been registered an

account, also login into the user interface of the system, and
if the user chooses sign language recognition, then the system
will automatically activates and open the camera to record the
movements of the hand. For model training the system uses
American sign language and Arabic numeral gestures. The
results are displayed in English letters or will be a number of
0-9. The system also enables the user to select sign language
generation, by the recognition of either voice or text of the
user. If the user gives voice input, then the voice is converted to
corresponding English, and then the recognized sign language
pictures are converted into a video for displaying to the user.
The final results shows that the sign language recognition rate
is 95.52% compared with other algorithms. The accuracy of
sign language generation i.e., American sign language and
Arabic numerals is 90.3%.

Anis Cherid et al. [7] created an NLU system by listing vari-
ous rules manually in a knowledge base. The current system is
very expensive as it make use of natural language to execute
office application functions. They propose to build an NLU
system by analyzing the text contained in the office application
user manual with the help of NLP. They developed different
variety of simple rules using the text which is given in the user
manual, and they are specifically built to NLP. In future, we
can develop system to support the automatic creation of variety
of complex rules by analysing the commercially available user
manuals. The proposed system facilitates essential operations
to execute the application functions executed on an office
application prototype.

Hanane Bais and Mustapha Machkour [8] developed an
Arabic language interface for XML data (ANLQ). The model
receives queries in Arabic and then transforms the Arabic
Natural Language Question into a Database Language Query
(DBLQ) using a specially developed linguistic operation. The
technology is intended for databases in a certain subject and
is based on the Arabic language. The entire procedure is
separated into language and database knowledge components.
The user’s inquiry is first processed by the linguistic compo-
nents. The ANLQ is processed in the linguistic component
utilizing morphological, syntactic, and semantic processes.
The logical representation is converted into a database logic
query in the Database knowledge component. The database
logic query is generated in three phases. Each phase focuses
on a different portion of the DBLQ. The system treats the
section that matches the characteristics to create the selection
clause in the first one. The FROM clause is determined in the
second stage by utilizing the table names section. Finally, it
receives the search criteria from the IXLQ in order to have
the condition clause. The DBLQ is formed by combining the
outcomes of these processes. Following each step, we check
to see if the items returned by a logical query are still in
the catalog. Instead, it employs a custom table that stores
tables and attribute synonyms. Using this table, a natural query
can be written without utilizing the precise table and attribute
name(s).

G. Arora [9] presented iNLTK which is an open-source
NLP library that includes pre-trained language models that
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cover Textual Similarity, Data Augmentation, Word Embed-
dings, Tokenization, Sentence Embeddings, and Text Creation
in nearly thirteen Indian languages. We may employ pre-
trained models from iNLTK for text categorization on data,
and this work significantly exceeds prior years’ results. The
work also shown that combining pre-trained models and data
augmentation from iNLTK, we can obtain more than 95% of
the performance of earlier efforts while using less than 10%
of the training data. iNLTK is presently widely utilised by the
community, with over 40,000 downloads, almost 600 stars,
and 100 forks on GitHub.

Ursin Brunner and Kurt Stockinger [10] designed a system
called ValueNet, which was the first system to convert a
natural language query to a proper SQL query. The central
concept of this paper is to use the information in the base
data rather than just the metadata information. Here, a neural-
based model is used to build a SQL query. By using the
execution accuracy metric, the system is estimated. The system
is evaluated using the spider dataset [21]. The main steps
used in this approach are Value extraction, Value candidate
generation, Value candidate validation, and Value candidate
encoding.The experimental assessment shows that ValueNet
lite and ValueNet achieve state-of-the-art results for translating
Natural Language (NL) to SQL of 67% and 62%, respectively.

Rashi Kumar and Vineet Sahula [11] created an intelligent
approach to NLP for Indian languages. The goal is to find
context within a written text. This system employs the LSTM
technique. For testing purposes, a parallel catalog of Sanskrit-
Hindi has been created. The information needed to build
the parallel corpus was collected from the Madhya Pradesh
Department of Public Information. The lack of parallel corpus
for the language Hindi and Sanskrit and comprehending the
structure of the language was challenging. They have updated
and supplemented the architecture in this study by including
a token at the beginning of a phrase identifying the target
language. The design employs a multilayered LSTM to de-
lineate input information succession to a fixed dimensionality
vector, followed by the employment of a multi-layered LSTM
to unravel the objective grouping from the vector.

Madhuri Kuthadi et al. [12] developed a language user in-
terface for generating SQL queries from natural language. The
model accepts the queries in natural language, then generates
the corresponding SQL query and after execution, the result
is displayed back in the same language. The key idea of the
paper is regarding the creation of an interface to the database
component. The pattern-Matching system, Semantic Grammar
Systems, and Intermediate Representation Languages are the
main techniques that are used to develop the NLIDB.

Yawar Abass Mir et al. [13] used NLP to create a Common
Database Interface for Relational Databases. The model will
take inquiries written in simple English. The main idea is
to turn a statement into a logical query language, which
is then translated into a standard database query language,
such as SQL. The NLP-based Common Database Interface for
Relational Databases first converts a simple English language
inquiry into an intermediate suitable query. The intermediate

logical query describes the user’s query in terms of high-
quality world conceptions that are independent to the database
structure. The logical query is then converted into an expres-
sion in the database’s query language and checked against it.
The system’s overall strategy is to build an employee database
that will store employee information. The system identifies
the operation, such as select, update, delete, or create, using
a standard database interface. By collecting table and column
information from input English texts, tokens should be ap-
propriately mapped to database keywords. The SQL query is
built by translating the input query to the values in the database
tables.

Alaka Das et al. [14] developed an NLIDB for generating
SQL queries from a natural language. The model accepts the
queries in natural language, then generates the corresponding
SQL query and after execution, the result is displayed back in
the same language. The key idea behind the paper is to use
NLTK for tokenization and dependency parsing. The system
is domain-independent and database independent.

III. PROPOSED SYSTEM

The proposed system is a web interface for querying
databases in Malayalam that uses NLP techniques and machine
learning algorithms for the processing of natural language
queries to convert them into valid SQL queries. The system
consists of four functional modules. The first one is a web
interface that enables users to enter the query in Malayalam.
The SQL query corresponding to the Malayalam query and
the results are displayed in the interface. The second module
is the linguistic component. The input query is passed into
the linguistic component where the text is pre-processed and
converted into structured data. The data is tokenized, lemma-
tized, syntactically, and semantically analyzed with the NLTK
framework. NLTK [15] is a python framework that provides
various libraries for data processing steps in NLP and provides
a lot of datasets. The processed data is passed to the query
generator module which generates the valid SQL query from
the data from the previous step. Finally, the query executor
module performs the SQL query in the database, fetches the
results from the database, and displays the results to the users.

The system is an NLI in Malayalam for querying SQL
databases. The systems involve the following method/modules
to be designed:

A. Web Interface

Web interface that facilitates interaction between non-
technical users and other modules. The user interface contains:

• A text area for entering Malayalam natural language
questions

• A reset button to re-enter the question
• A button that allows the user to construct a SQL query
• Text box which shows the produced SQL query
• A button for generating query results
• Button to clear all the field
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B. Linguistic Component

The unstructured query entered by the user needs to be
structured so that the algorithm can easily analyze the text.
The linguistic component converts the user text into machine-
understandable form. The text is tokenized, lemmatized, syn-
tactically analyzed, and mapped to the lexicon. The important
entities identified are classified into tables, attributes, com-
mands, etc.

C. Query Generator

An intermediate logical query is generated from the input.
The important entities are identified and classified. It is the
intermediate representation of the valid SQL query which is
fed to the query executor. Intermediate representation enables
easy and more efficient mapping to the SQL query. Further, it
transforms the intermediate query into an SQL query.

D. Query Executor

The query executor module executes the SQL query and
fetches results from the database. The result is displayed back
to the user through the UI. The overview of the system with
all the modules is shown in fig 2.

Fig. 2. Block diagram illustrating functional modules of the system

IV. EXPERIMENTAL SETUP

The system utilizes NLTK [15] framework for syntactic
and semantic analysis of the input query . For POS tagging
[23], the system uses a tagged malyalam corpus from [24].
This malayalam corpus dataset is in the form of a dictionary
comprising of word and its corresponding tag. The dataset
consist of 287588 words and 36 unique tags.

A sample input query to the system and the expected
output are given below.

After tokenization the result will be:

The tokenized words are then mapped to their base words:

The stream of tokens is then fed to a tagger. The tagger
outputs a dictionary that resembles the following:

The database is scanned and all the metadata are written
into a lexicon file. The lexicon captures all possible regional
variants of Malayalam words related to the domain. The
structure of a lexicon is shown in Fig 3. The operation, table
name, attribute name(s) and conditional operator (if any) in
the input query are identified by a lookup operation into the
lexicon.

Fig. 3. Malayalam Lexicon

The lexicon lookup operation identifies the operation, table
name, and attribute name(s) in the input query as follows:

’SELECT’ is identified as the operation. After the identi-
fication of the operation, the query is examined to identify
the conditional part. In this example, the system identifies
’student’ as the table name and ’name’ as the attribute. Then,
an intermediate query is formed by utilizing the properties of
a valid SQL query.

Expected output: The above query will generate the
following valid SQL query:
SELECT Name FROM students WHERE class=’two’;

The expected output of the input query is shown in Table I.
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TABLE I
OUTPUT OF THE INPUT QUERY

Name
Anjali
Anu

Binoy
Charles

V. SCOPE AND CHALLENGES

The scope is restricted to DDL commands like CREATE,
ALTER, DROP, and DML commands like SELECT, INSERT,
UPDATE, and DELETE and focuses our domain on student
databases in educational institutions. Due to the complexity
of semantics in the Malayalam language, translating Malay-
alam queries into complex SQL constructs such as aggregate
functions, joins and nested queries can be challenging. So we
are only dealing with the above-mentioned commands. Fur-
thermore, the system’s operation is dependent on a restricted
Malayalam lexicon.

VI. CONCLUSION

This research work aims at implementing a natural language
interface in Malayalam for querying SQL databases. The input
query is processed using various NLP techniques. The system
enables the interaction of ordinary people with the databases.
Most of the offices and institutions in Kerala state still rely on
relational databases for storing data. Keralalites, who are more
confident in their natural language can thus easily retrieve and
modify data from databases. The proposed system provides a
natural language interface that accepts Malayalam queries as
input and provides a convenient and user-friendly platform for
the users. The proposed system can be extended in the future
by incorporating voice-based interfaces.

REFERENCES

[1] Duneesha Suloshini Peduru Hewa and Cassim Farook, “A Sinhala nat-
ural language interface for querying databases using natural language
processing,” 21st International Conference on Advances in ICT for
Emerging Regions (ICTer 2021): 213 - 218.,02nd - 03rd December 2021,
SriLanka.

[2] Minhazul Arefin, Kazi Mojammel Hossen and Mohammed Nasir Uddin,
“Natural language query to SQL conversion using machine learning ap-
proach,” 2021 3rd International Conference on Sustainable Technologies
for Industry 4.0 (STI), 18-19 December, Dhaka.

[3] Sadullah Karimi, Annajiat Alim Rasel, Matin Saad Abdullah, “Natu-
ral language query and control interface for database using afghan
language,” 2022 International Conference on INnovations in Intelligent
SysTems and Applications (INISTA), 2022.

[4] George Obaido, Abejide Ade-Ibijola, Abejide Ade-Ibijola “TalkSQL: A
tool for the synthesis of SQL queries from verbal specifications,” 2nd
International Multidisciplinary Information Technology and Engineering
Conference (IMITEC) 2020.

[5] Zeinab Borhanifard, Hossein Basafa, Seyedeh Zahra Razavi, “Persian
language understanding in task-oriented dialogue system for online
shopping,” 11th International Conference on Information and Knowl-
edge Technology (IKT) December 22-23, 2020; Shahid Beheshti Uni-
versity - Tehran, Iran.

[6] Wanbo Li, Hang Pu, Ruijuan Wang, “Sign language recognition based
on computer sign language recognition based on computer vision,”
IEEE International Conference on Artificial Intelligence and Computer
Applications (ICAICA), June28-30,2021, Dalian,China.

[7] Anis Cherid, Edi Winarko, Mujiono Sadikin, Afiyati Reno, “Building
natural language understanding system from user manual to execute
office application functions,” 1st International Conference on Computer
Science and Artificial Intelligence (ICCSAI),28 October 2021, Jakarta -
Indonesia.

[8] Hanane Bais and Mustapha Machkour, “Arabic language interface for
XML databases,” 2019 4th World Conference on Complex Systems
(WCCS), 2019, pp. 1-5, doi: 10.1109/ICoCS.2019.8930803.

[9] G. Arora, “iNLTK: Natural language toolkit for indic languages,” in
Proceedings of Second Workshop for NLP Open Source Software(NLP-
OSS). Online: Association for Computational liguistics, Nov 2020, pp
66-71.

[10] Ursin Brunner and Kurt Stockinger, “ValueNet: A natural language-to-
SQL system that learns from database information,” 2021 IEEE 37th
International Conference on Data Engineering (ICDE).

[11] Rashi Kumar and Vineet Sahula, “Intelligent approaches for natural
language processing for indic languages,” 2021 IEEE International
Symposium on Smart Electronic Systems (iSES).

[12] Madhuri Kuthadi, “Natural language interface to databases,” Interna-
tional Journal For Technological Research In Engineering Volume 5,
Issue 2, October-2017.

[13] Yawar Abass Mir, Zahid Zahoor Koul and Syed Irfan “Common
database interface with NLP,” IJCSMC, Vol. 6, Issue. 6, June 2017,
pg.195 – 199.

[14] Alaka Das and Rakesh Chandra Balabantaray, “MyNLIDB: A natural
language interface to database,” 2019 International Conference on
Information Technology (ICIT), 2019.

[15] Bird, Steven, Edward Loper and Ewan Klein (2009). “Natural Language
Processing with Python,” O’Reilly Media Inc.

[16] Lewis, D. (1998) “Naive Bayes at forty: the independence assumption
in information retrieval,”, Machine Learning: ECML-98, Proceedings
of the 10th European Conference on Machine Learning, Chemnitz,
Germany (pp. 4–15).

[17] Hochreiter, S. & Schmidhuber, J”urgen, 1997. “Long short-term mem-
ory,” Neural computation, 9(8), pp.1735–1780.

[18] Winkler, William. (1990). “String Comparator Metrics and Enhanced
Decision Rules in the Fellegi-Sunter Model of Record Linkage,”, Pro-
ceedings of the Section on Survey Research Methods.

[19] George A. Miller (1995),“WordNet: A Lexical Database for English,”
Communications of the ACM Vol. 38, No. 11: 39-41.

[20] M.V. Valueva, N.N. Nagornov, P.A. Lyakhov, G.V. Valuev, N.I.
Chervyakov, “Application of the residue number system to reduce
hardware costs of the convolutional neural network implementation,”
Mathematics and Computers in Simulation, Volume 177, 2020, Pages
232-243, ISSN 0378-4754.

[21] Tao Yu, Rui Zhang, Kai Yang, Michihiro Yasunaga, Dongxu Wang, Zifan
Li, James Ma, Irene Li, Qingning Yao, Shanelle Roman, Zilin Zhang,
and Dragomir Radev. 2018. “Spider: A Large-Scale Human-Labeled
Dataset for Complex and Cross-Domain Semantic Parsing and Text-to-
SQL Task.,” Proceedings of the 2018 Conference on Empirical Methods
in Natural Language Processing, pages 3911–3921, Brussels, Belgium.
Association for Computational Linguistics.

[22] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina
Toutanova,“BERT: Pre-training of Deep Bidirectional Transformers
for Language Understanding,” Proceedings of the 2019 Conference
of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies, Volume 1 (Long and Short
Papers), pages 4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

[23] Eric Brill. 1992. “A simple rule-based part of speech tagger,” Proceed-
ings of the third conference on Applied natural language processing
(ANLC ’92). Association for Computational Linguistics, Stroudsburg,
PA, USA, 152-155.

[24] Ajees A P and Sumam Mary Idicula, “A PoS Tagger for Malayalam
using conditional random forest,” International journal of applied engi-
neering research, ISSN 0973-4562 volume 13, number 3 (2018) Spl.

International Conference on Artificial Intelligence & Software Engineering (ICAISE 2023) Kochi 62



 

Strategies of power allocation for QoS parameters in 

NOMA for 5G wireless communications 
 

Lekshmi Nair M          
 Department of ECE, SCMS School of 

Engineering and Technology 
lekshmi8887@gmail.com    

 Neelakantan P. C 
Muthoot Institute of Technology and 

science 
npcnitc@gmail.com          

Abstract— In the new era of wireless communication, the 

number of users is significantly increasing on a daily basis. 

Because of the fast-growing traffic, network capacity has to be 

increased drastically. The conventional multiple access 

techniques like OMA will not be sufficient alone to satisfy the 

demands of the new standards. Non-Orthogonal Multiple 

Access (NOMA) is a hopeful candidate for future generation 

mobile communication, where multiuser channel capacity can 

be increased by sharing same time -frequency resources. In this 

paper BER analysis of NOMA in AWGN channel is studied with 

dynamic power allocation. BER analysis shows that allocation 

of power contributes a significant role in the performance of 

NOMA. 
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successive interference cancellation, AWGN channels. 

I. INTRODUCTION  

The fundamental objective of cellular system design is 
increased channel capacity with sufficient standard of quality 
of service. The number of users who need access to spectrum 
is drastically increasing on a daily basis. In such a case, 
sharing is needed to increase the capacity since spectrum is a 
limited resource. The available bandwidth is to be used at the 
same time by multiple users. In doing so system must make 
sure that there should not be any degradation to   the quality 
of service to users. Multiple access techniques allow a large 
number of users to achieve the spectrum allocation in most 
efficient manner [1],[2]. Each generation of cellular 
technology is witnessing various multiple access techniques, 
which contribute a major share in escalating the capacity and 
efficiency of the system. 

The key idea of multiple access techniques is to allow 
multiple users to share the resources. Several multiple access 
techniques are introduced in wireless communications. The 
important features of multiple access schemes are a) 
Maximise the spectral efficiency b) Handle multiple users 
with zero mutual interference c) Better handover between 
cells etc. Each generation of mobile communication adopted 
its own method of multiple access techniques. Let us have a 
look into the details of such schemes used in each generation. 

Previous generation of cellular networks have adopted one 
or more of following multiple access methods for sharing the 
resources among users. Different categories of multiple access 
techniques are Frequency division multiple access (FDMA), 
Time division multiple access (TDMA), Spread Spectrum 
multiple access (SSMA), Orthogonal frequency division 
multiple access (OFDMA), Space division Multiple Access 
Techniques (SDMA) etc. This section gives a brief idea about 
various multiple access techniques used. 

Frequency Division Multiple Access (FDMA) [3] is the 
earliest multiple access technology and has contributed a 

major share in determining capacity of first-generation 
cellular systems. The second generation of cellular generation 
uses time division multiple access (TDMA) [4] as spectrum 
sharing method. In the case of spread spectrum multiple 
access (SSMA), which was introduced in 3G, the bandwidth 
of transmission is several orders higher than minimum 
required bandwidth. 4G mobile communication mainly used 
Orthogonal Frequency Division Multiplexing (OFDM) as the 
multiple access technique [6].  

Present generation wireless networks (till 4G) provide 
resource to users based on orthogonal multiple access 
principal. When number of users are increasing drastically, 
orthogonality approach may not meet the emerging 
requirements including high connectivity, increased spectral 
efficiency and massive device connectivity [7]. Non-
orthogonal multiple access (NOMA) principle emerges as a 
possible solution of multiple access technique for 5G with 
increased spectral efficiency and decreased mutual 
interference between users. Along with NOMA different 
multiple access schemes are also implemented in 5G. But this 
paper focuses NOMA as multiple access of 5G systems. This 
work contributes on BER analysis of NOMA in AWGN 
channels for different power levels allocated to users. The 
relationship between power allotted to each user and BER is 
studied. 

The structure of the paper is organized as follows: Section 
II discuss existing works of NOMA. Section III discuss 
advantages of NOMA. In Section IV, motivations and 
contributions of this work is discussed. In Section V an 
overview of NOMA is analysed.  Section VI deals with results 
and discussions. Section VII provides the conclusion along 
with future work and summarises this paper. 

II. EXISTING RESEARCH ON NOMA 

 

NOMA is viewed as the most promising multiple access 
technology for 5G wireless networks [8],[9] because of its 
increased spectral efficiency. Principle of NOMA relies on 
multiplexing the information signals for each user into the 
power domain. Users are allotted power based on their 
channel gain. Major share of power is provided to users with 
less channel gain and vice versa. In [11], authors proved that 
NOMA can achieve higher spectral efficiency because of its 
capability to exploit channel diversity more efficiently using 
SIC. Practical considerations of NOMA is surveyed in [12]. 
Beam formation and application in NOMA is studied in [13]. 
Power domain NOMA is the most experimented multiple 
access technology of 5G. But various other forms like Code 
Domain Multiple Access [14],[15] also has a share in the 
multiple access technology of 5G systems. [16] shows that 
NOMA is better than OMA in terms of sum rate because in 
the case of OMA, there is split in the resource because of 
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orthogonal resource allocation. But for NOMA, complete 
spectrum allocation is allotted to the users. In [17], ergodic 
capacity maximization is investigated for Rayleigh fading 
channel. In [18], MIMO -NOMA framework is evaluated for 
uplink and downlink transmission. Comparison between the 
capacity regions of OMA and NOMA is done in [19]. It shows 
NOMA outperforms OMA in most regions. In [20] the 
performance analysis of NOMA under various channel is 
estimated. Bit error rate of NOMA is analysed in [21]. 

NOMA schemes can be generally classified as two types: 
power-domain NOMA (PD-NOMA) and code-domain 
NOMA(CD-NOMA). In PD-NOMA, [8], each user is 
assigned a unique power level and multiple users share the 
same time frequency -code resources, using its own allotted 
power. Channel gain decides the portion of power dedicated 
for each user. At the transmitter side, signals are superimposed 
by a process known as superposition coding. At the receiver 
side, the user signals are decoded by the technique of 
successive interference cancellation. Code domain NOMA 
[14],[15] uses a codebook, spreading sequences, and 
scrambling sequences etc. to allocate resources non 
orthogonally to users. In this paper NOMA generally 
represents PD-NOMA on the downlink scenario. NOMA and 
OMA can be implemented simultaneously in 5G systems. 
NOMA is suitable only at places where users have distinct 
channel gains. 

 

III. HIGHLIGHTS OF NOMA 

Comparing with OMA, the key highlights of NOMA 
include the following: - 

• Enhanced spectral efficiency and throughput: In 
NOMA, different users are served simultaneously using the 
same resources. So compared to the previous generations, 
spectral efficiency will be very much enhanced. Similarly, 
throughput performance of NOMA is higher compared to 
OMA. 

• Increased user fairness: NOMA supports 
comparatively higher level of user fairness   using suitable 
power allocation criteria. 

• Decreased transmission latency and signalling cost: 
In Orthogonal multiple access techniques, the process takes 
place initialized with a scheduling request which results in 
large latency. Since this scheduling request can be avoided in 
NOMA, it can offer low transmission latency and less 
signalling cost. 

• Massive connectivity: Since more users can be 
connected using NOMA, massive connectivity can be assured 
here. 

• Relaxed channel feedback: In NOMA, CSI feedback 
is used only for power allocation. So, the accurate CSI value 
is not needed. If the channel characteristics doesn’t change 
rapidly, it won’t affect the system performance.  

IV. MOTIVATIONS AND CONTRIBUTIONS 

NOMA is an effective technology which increases the 
spectrum efficiency. Normally the users with poor channel 
conditions are highly affected in the case of previous 
generations of wireless technology. In NOMA high 
consideration is given to users with poor channel condition. 
But in the receiver side, complexity is increased. Our 

motivation is to find the suitable power allocation factors for 
users to give the best BER value. The contributions of our 
works are as follows: 

BER analysis of NOMA is done for AWGN channels with 
different values of power allocation to users. The graph is 
shown for various range of SNR. It shows that the response of 
users changes when power allocation factors change. BER of 
user with good channel condition is slightly affected because 
of successive interference cancellation. When equal power 
allocation is done, NOMA can’t be viewed as the best option 
of multiple access for 5G communications. 

 

V. NON-ORTHOGONAL MULTIPLE ACCESS 

TECHNIQUE – AN OVERVIEW 

A simple NOMA system (Fig 1) consists of a single BS and 

two users. At the transmitter side, the principal of 

superposition coding allows for simultaneous processing of 

input from several users. Each user is equipped with a single 

antenna. Each user is awarded with a power coefficient 

depending upon fairness of system and QoS expectation of 
consumers. The signals are mixed together through a process 

called superposition coding and is fed to the channel for 

transmission. 

 

 

 
Fig. 1. A 2 user NOMA where superposition coding is 

implemented at transmitter side and SIC is implemented at 
receiver side. 

 

NOMA uses principle of SIC at the receiver side. SIC is 
an iterative process where data is decoded in the order of 
decreasing strength. The data of user with greatest power is 
initially decoded and it has the least interference contaminated 
signal. Then strongest user re-encodes and re-modulates its 
signal and is subtracted from composite signal. Then next 
strongest signal starts decoding its signal. And finally, the 
weakest user decodes its information without much 
interference from other users. SIC offers improved 
interference management and hence network capacity can be 
improved. Concept of superposition coding is as follows: 

Suppose x1 and x2 are the signals to be transmitted from 
BS to users 1 and 2, respectively. User 1 is the far user which 
is expected to have worse channel conditions and user 2 is the 
near user possessing good channel conditions. More power is 
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allocated to user 1. The resultant superposition coded signals 
are represented as 

 s = α1x1+ α2x2.         (1) 

where α1 and α2 are the power allocation factor for user 1 
and 2. Sum of α1 and α2 should be unity. [ α1+α2= 1] 

The transmitted signal is given by 

yi  = his + N     (2) 

Where hi is the channel gain between BS and user. N 
represents noise in the channel. 

Consider the scenario where 2 users, are transmitting data 
x1 and x2 respectively. Assume each user has five bits of data 
to send. Let x1 = 00101 and x2 = 11101. The user signals are 
first digitally modulated (BPSK) before transmission. In 
superposition coding principle, the signals are assigned with 
different power levels and then superimposed with each other. 
The general rule is that α1+α2 should be equal to one. The 
power factors are scaled to make them represent amplitude. 
After scaling, the signals are added and superposition coding 
signal is obtained (Fig 2). 

 

 

Fig .2. Resultant superposition coded signals. 

 

 

VI. RESULTS AND DISCUSSIONS 

 

We have considered AWGN channels for various SNR 
where power allocation is different for 2 users and in the last 
case equal power allocation is provided for users. (Fig .4d). 
BER Analysis of NOMA is done for all the cases. Response 
of user changes when power allocation factor changes. Let’s 
first consider the cases where power allocation is different, i.e. 
we are giving more power to the user with worse channel 
condition and less power to the user with good channel 
condition. BER of user with good channel condition is slightly 
affected because of successive interference cancellation.  Here 
first we allow fixed power allocation strategy for different 
values of SNR. By fixed allocation, we always set α1=0.75 (for 
far user) and α2=0.25 (for near user). The result is shown for 
two ranges of SNR (Fig.3(a),3(b)). When fixed allocation 
strategy is followed, no computation is required. And also, no 
knowledge of channel state information is required. Next, we 
allotted different power factors for each set of users and the 
BER analysis is done (Fig 4).     When equal power allocation 
is provided, BER of users is decreased drastically. So, NOMA 
is suitable only for user pairs with distinct channel gains. The 

results shows that power allocation plays a major role in the 
BER analysis of NOMA system. 

 

 

 

 Fig 3. (a). A two user NOMA scheme in the range of   0-
5 dB. 

 

 

 

 

Fig.3. (b). A two user NOMA scheme in the range of 
0-15 dB. 
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Fig 4.(a). Users 1 and 2 are allotted with powers   0.9 
and 0.1 respectively. 

 

 

 

Fig.4.(b) .Users 1 and 2 are allotted with powers 0.8 
and  0.2 respectively. 

 

 

 

Fig.4(c) Users 1 and 2 are allotted with powers 0.6 
and 0.4 respectively 

 

 

 

Fig.4. (d). Users 1 and 2 are allotted with equal    powers 
0.5 and 0.5 respectively. 

 

 

VII. CONCLUSION AND FUTURE WORK 

This work aimed for investigating two user NOMA model 
and its influence on increasing system capacity. The BER rate 
of NOMA in AWGN channel for various SNR have been  
plotted. The results prove that selection of power  plays a vital 
role in performance of NOMA. When the two users are 
allotted with same power level, the performance of system is 
drastically compromised. NOMA is suitable only for user 
pairs with distinct channel gains. When the channel condition 
changes, dynamic selection of power helps to improve the 
system performance. As a future work, the performance of 
NOMA system aided with clustering and multiple antenna 
techniques can be considered. 
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